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Figure 1. Procedure of “DEDIO”

ABSTRACT

This paper proposes a novel and seamless object-based method
for visual contents fusion called “Depth Diffusion Object
(DEDIO)”. 1t employs depth-based object segmentation in multi-
view scenes and allows the composition of new scenes
conveying a natural image impression. Using spatial anisotropic
diffusion, the homogeneous regions of a scene which have
similar depth are smoothly regularized following the spatial
variation while discontinuities are preserved. The object’s shape
is automatically extracted by the depth range. In order to fuse
the object with new background images we use membrane
harmonizing applying directional constrained diffusion to
remove visual seams and blend object, i.e. the remaining
background area in the segmented object near the shape
boundary. Our system automatically maintains the seamless
object composition quality, even if the object is merged with
new scenes, having different lightening conditions.

1. INTRODUCTION

Object- or content-based schemes play a significant role for the
interaction capability of audio-visual media and TV contents [1].
They have widely been researched to provide a more accurate
video representation in low bit-rate video compression and
support content-based functionalities such as object manipula-
tion. In the developed MPEG-4 standard, video coding is
performed for each object unit known as “Video Object Plane
(VOP)”. Texture, motion, depth and auxiliary data, etc. can be
separately coded in bit streams using shape information [2].
Thus, the coding applications efficiently process each object
with different quality and amount of data according to the
requirements. However, video object segmentation, which aims
to extract exactly meaningful objects from a background, is still

one of the most difficult problems, even though it has been
researched for more than thirty years. Especially the
segmentation quality needs to be improved for the breakthrough
of object- or content-based schemes.

A lot of semi-automatic methods have been proposed using user-
defined rules, e.g. feature-based, contour-based or region-based
which directly point out initial object [3]. The general process is
to collect only meaningful groups of pixels which can be
extracted and tracked. The tracking mechanisms evolve and
propagate the initial object using boundary errors. However,
semi-automatic methods have a serious disadvantage, the
necessity of user initialization. Thus, they are not suitable for
TV applications.

Fully automatic methods [4, 5, 6] apply the extraction rules
based on specific characteristics of the scene or on known a
priori information. For example, the face segmentation uses
spectral characteristics of skin-color region in CIE chromaticity
diagram [4]. Chroma-keying, i.e. the blue screen method [5],
accurately eliminates the uniformly colored background.
However it requires a specific set-up of the background and
special care for lighting conditions to avoid shadows and
reflecting blue light and to maintain uniform intensity. To
overcome some limitation of the chroma-keying, Z-keying, i.e. a
depth keying method [S] which uses distance-based measures,
was proposed. A depth map can be accurately computed by
cameras with depth sensors that supplement every video frame
with an additional frame, the "Z-buffer". However, the method is
restricted to indoor applications since the depth range of the
sensor is limited. For both, indoor and outdoor conditions, depth
estimation based on the correspondence between multiple
cameras substitutes the use of depth sensors. However, the depth
estimation [6] provides low spatial accuracy in the segmentation
results when the objects are sparsely textured. If a segmented
object is laid over new background, old background areas which
are extracted with the object can be distinctly recognized as
“seam” in the object boundary.
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Figure 2. Setup of depth trimap and membrane harmonizing

Thus, partial replacement of the visible seam is required for
pixel-wise accuracy. The precise definitions of the object
boundary and coherence can be used to maintain the spatial
accuracy.

In this paper we propose a new fully automatic object-based
method which exploits spatial anisotropic diffusion for the depth
field estimation. Figure 1 shows the procedure of the method.
First, a full resolution depth field from multiple camera views is
obtained by dense disparity estimation using spatial anisotropic
diffusion. Since for spatial anisotropic diffusion the diffusion
coefficient decreases at edges with steep intensity gradients,
boundary over-smoothing can be avoided. The object can be
extracted using the depth homogeneity since the depth inside the
object is coarsely smoothed. A trimap is set up from the depth
discontinuity as Figure 2 illustrates. After merging the object
with the new image we apply diffusion directional blending from
the new background into the membrane area of the object. By
suitably incorporating the edge-preserved depth and the diffusive
flow direction, blending direction and the stop line of blending
are exactly localized. The membrane of the object is naturally
blended with the new background but the important edges in
object can be preserved. Consequently, visible seams due to the
old background are entirely assimilated in the new background.

2. RELATED WORKS

Traditional object-based methods separate foreground objects
from a video by shape information. In the image synthesis the
foreground is simply overlapped with the background. This
approach cannot assure natural and seamless image quality. Our
method is more closely related with seamless composition (or
matting) methods which blend the extracted object into new
scenes. Seamless composition techniques have been researched
for image (or video) editing, photography matting and film
production. They are usually based on the manual or semi-
automatic processes which need user’s assistance.

The most natural image composition approaches are based on
two different methods, i.e. the Bayesian matting method [7, 8]
and the Poisson matting method [9, 10]. Bayesian matting
methods require a user-defined shape map to initialize a trimap.
The background and foreground color distribution are assumed
to be mixtures of Gaussians. Fractional blending of foreground
and background colors is conducted using a maximum-
likelihood criterion. An extension of this method is also applied
for video sequences [8]. The user draws an initial trimaps at
specific key frames, which are interpolated across the video
using forward and backward optical flow. The Poisson matting
method efficiently solves the boundary condition problem in

variational fields. A PDE-based solution iteratively devises the
continuation of the flow direction and stops at the boundary of
the selected region. The techniques fairly bridges narrow gaps in
relative texture-free regions, information loss can be recovered
and inpainted [12]. Poisson matting [10] solves the seamless
composition problem by assuming that foreground and
background are slowly varying. Although these methods result
in a very natural composition quality, they need manual
processes for large video sequences, far from real-time
implementation for audio-visual media and TV contents.
Unassisted natural video matting systems are proposed in [6] and
[11]. McGuire [11] solves the fully dynamic video matting
problem using a trimap segmentation which is obtained from
defocused images. The solution is directly driveded in filter-
based image formation equations. Unfortunately this method
requires stronger illumination than normal cameras since the
sensors receive only small amount of incident light. Very similar
to our method is the depth-based video proposed in [6]. The
authors capture video sequences with a horizontal array of eight
cameras placed over about two meters. They compute depth
from stereo disparity using sophisticated region processing, and
construct a trimap from depth discrepancies. The image/ video
composition is performed using the Bayesian matting method.
However, the results show only compositions of the object at the
same position with the same background. The composition
quality with new background and the boundary preservation
quality for the object are not given.

3. DEPTH DIFFUSION OBJECT (DEDIO)
3.1. Edge flow dense depth disparity estimation

The proposed method segments the foreground object on 3D
data of the FOV (field of view), i.e. both the color data and the
depth data for each pixel. The depth z=f'(b/d) is estimated using
disparity vector d between corresponding intensity values of
multiple cameras on baseline » which have the focal length f.
The different disparities allow creating parallel multi-layered
depth objects, each being set at some specific depths.
Unfortunately, depth estimation has to deal with several
difficulties, e.g. the ambiguity of local image structure due to
image noise, unbalanced brightness, similar texture and
occlusion. If two pixels in the same image look alike, it may be
impossible to find corresponding pixels in the other image based
on only local appearance. To solve the problem, a supporting
region is established by analyzing the local structure. Then, the
depth is estimated in constraint of the support region. We define
the support region by the edge flow scheme [13] employing a
smoothly varying oriented structure as
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The unit vectors 7 and ¢ are defined by gradient direction of the
image Gaussian and its orthogonal direction, i.e. the isophote
direction, respectively. The two variation orientation . and 6.
correspond to the vector edges of gradient and isophote. The
scale parameter ¢ of the Gaussian-filter kernel is used to control
the boundary strength.
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Figure 3. Anisotropic diffusion function

The Gaussian pre-filtering avoids the detection and the emphasis
of initial noise and provides the best trade-off between the
detection and localization performance.
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According to the Helmholtz theory, any vector field F can be
represented as a sum of a conservative and solenoidal vector

field with vector potential A.

F=F, +F,=-VV+VxA4 3)
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Taking the divergence of both side as
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where 4 is the Laplacian. Since the second term is zero, the edge
flow function ¥ can be solved by the Poisson equation. Let the
image be a continuous function which is only divided by edges
into N+1 regions {Ry, ..., Ry}!. The edge is calculated by a cost
function as

E(V)=ZIIWg(p1’P2)dpldpz (5)
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where w,(p,p2)= || pl,p2|| is a positive, symmetric dissimilarity
function between the neighboring pixels of (p;/(0+, 0. ), 6],
p2[(0+, 6. ), 6]) ER on the smoothly varying oriented structure
of (1). The support region W is obtained by combining similar
regions. The cost function between i-th and j-th region is

E(W0) = [ w,(p,.p)dpdp, + EV) ©
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Dense disparity vectors d are locally estimated with the support
region ¥ enclosed in the boundary and refined for the scale c.
The final energy function then yields in

Eo(d) = [, ,(6.0)~ 1, (xr+ () €W(V), )T ey
+4] e, (d)ddy

Q is the image domain, the subscripts denote the matching
direction, e.g. /—r for left-to-right direction and e; is a
regularization term with the Lagrange multiplier 1. The enclosed
region is used as the support region for the matching. This
method results in a more accurate local disparity estimation
solution due to restricted matching errors.
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3.2. Regularization with spatial anisotropic diffusion

We globally regularize the locally estimated disparity vector
field which is obtained by minimizing (7) applying an edge-
preserving spatial anisotropic diffusion.
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This is a modified version for disparity of the discrete Perona
and Malik model [14] which has the form #(V)=G(V)V’ as flux
function. G(V) is an anisotropic diffusion function which is
called “edge-stopping function” — used to modify the diffusion
coefficient at edges and to derive discontinuities. A suitable
choice of G is

G(V)=e V%) ©)

where a positive constant K controls the level of contrast of
edges affecting the diffusion process as Figure 3 shows. We
solve the energy-minimization problem in (7) by discretizing the
following equation using finite differences.
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An inhomogeneous time diffusion process with discrete
sampling solves the problem. Different pixels diffuse at a
different time scale related to the pixel confidence. By
increasing the time step 1, while refining resolution with the
scale o, higher confidence pixels diffuse much slower than low
confidence pixels. The details of the solution are given in [15].
In the coarse scale, the disparity estimation using diffusion is
performed for a wider range between strong edges following the
smoothed field. With further iterations, this gradually occurs in a
narrower range between weaker edges as well. Thus, falling into
local minima of true-backward diffusion and the over-split
problem in large gradient areas, e.g. shadows and texture regions,
etc. can efficiently be avoided.

3.3. Membrane harmonizing with diffusion constraint

We extract the objects and generate its membrane Qy; from the
base image /; using a threshold TH of the variation of disparity
Vd,_,,. The membrane is set up at the position of the object
boundary by expanding the boundary into the foreground and
the background region.

SetQ,, for QeVd,, >TH an

While anisotropic diffusion enhances depth homogeneity and
preserves the discontinuity 0%, boundary pixels should be
harmonized with new background. Strong variations on the
object boundary should be preserved for conserving high-
frequency details e.g. hair, wool and fuzz, etc. With Dirichlet
boundary condition (it specifies the Laplacian of an unknown
function over the domain of interest, along with the unknown
functional values over the boundary of the object), we solve the
two-fold blending problem for object 2 with a membrane Qa0



(a) one Viéwpoint (b) difference with another view (c) dense depth map

[

(e) membrane domain

(d) keying object

Figure 4. Simulation results of depth-trimap (The upper images are for “Teddy” and the below images are for “JoJo”)

(a) “Teddy”
Figure 5. Efficiency with new background (the left and right images in (a) and (b) respectively show MPEG-4 VOP and DEDIO)

For the pixels in the membrane, the seams of the object are
blended and harmonized with the new background color 7,...(p)
using diffusion direction and its power. By substituting Vd,_,,in
(8) into VI, we blend the object with new background with
the smoothly-varying directional constraint and power of scales.
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=0 for all pe{Q,Q,}, (12)

4. RESULTS AND CONCLUSION

We first show the results for depth-trimap generation in Figure 4.

Since our method efficiently yields very smooth depth for each
object (Figure 4c), the object can easily be extracted (Figure 4d).
The discontinuity preserving anisotropic regularization supports
a good localization performance for depth-based segmentation.
At the depth discontinuity, the membrane, which is important for
blending the object boundary with new background pixels, is
shown in Figure 4e.

The visual seams at the object boundary can be efficiently
removed. In Figure 5, we compare the naturalness of the image
perception for different background scenes between the MPEG-4
VOP and DEDIO. Note, that for results of MPEG-4 VOP we
also generate the object by our reliable anisotropic depth
diffusion approach. In Figure 5a, we challenge brightness
adaptation by fusing object “Teddy” with spot lighting. In the
case of MPEG-4 VOP, seams, i.e. the darker pixels at the
boundary, can be perceived although segmentation is very
accurate. In contrast DEDIO generates a natural composition
adapting excellently to the change of the lighting condition. In
Figure 5b, the membrane harmonizing of our method conserves
the high-frequency details of the object boundary e.g. the fur at
the boundary of dog “JoJo”. Therefore, DEDIO can be utilized
for high-quality audio-visual interactive contents for future TV.

(b) “JoJo”
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