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ABSTRACT

Lossless coding will become the latest extension of the MPEG-4
audio standard. In response to a call for proposals, many com-
panies have submitted lossless audio codecs for evaluation. The
codec of the Technical University of Berlin was chosen as refer-
ence model for MPEG-4 Audio Lossless Coding (ALS), attaining
working draft status in July 2003. The encoder is based on linear
prediction, which enables high compression even with moderate
complexity, while the corresponding decoder is straightforward.
The paper describes the basic elements of the codec, points out
envisaged applications, and gives an outline of the standardization
process.

1. INTRODUCTION

Lossless audio coding enables the compression of digital audio
data without any loss in quality due to a perfect reconstruction
of the original signal. The MPEG audio subgroup is currently
working on the standardization of lossless coding techniques for
high-definition audio signals. As an extension to MPEG-4 Audio
[1], the amendment ”ISO/IEC 14496-3:2001/AMD 4” will define
methods for lossless coding of signals with resolutions up to 24
bits and sampling rates up to 192 kHz.

In July 2002, MPEG issued a call for proposals [2] to initiate
the submission of technology for lossless audio coding. This call
basically supported two different approaches, either a hierarchical
system consisting of a lossy core codec (e.g. MPEG-AAC [3]) and
a lossless enhancement layer, or a lossless-only codec. By Decem-
ber 2002, seven companies submitted one or more codecs which
met the basic requirements. In the following, those submissions
were evaluated in terms of compression efficiency, complexity and
flexibility [4]. In March 2003, the audio subgroup decided to pro-
ceed at first with the standardization of a lossless-only codec, while
further investigating hierarchical methods as well.

The lossless-only codec of the Technical University of Berlin
(TUB), which offered the highest compression among all submis-
sions, was chosen as reference model [5]. In July 2003, the codec
attained working draft status. In October 2003, an alternative en-
tropy coding scheme, proposed by RealNetworks, was added to
enable even better compression [6].

Below, we describe the basics of MPEG-4 Audio Lossless
Coding [7], give some compression results, point out applications
and outline the standardization process.

2. MPEG-4 AUDIO LOSSLESS CODING

In most lossy MPEG coding standards, only the decoder is speci-
fied in detail. However, a lossless coding scheme usually requires
the specification of some (but not all) encoder portions. Since the

encoding process has to be perfectly reversible without loss of in-
formation, several parts of both encoder and decoder have to be
implemented in a deterministic way.

The MPEG-4 ALS codec uses forward-adaptive Linear Pre-
dictive Coding (LPC) to reduce bit rates compared to PCM, leav-
ing the optimization entirely to the encoder. Thus, various encoder
implementations are possible, offering a certain range in terms of
efficiency and complexity. This section gives an overview of the
basic encoder and decoder functionality.

2.1. Encoder Overview

The MPEG-4 ALS encoder (Figure 1) typically consists of these
main building blocks:

• Buffer: Stores one audio frame. A frame is divided into
blocks of samples, typically one for each channel.

• Coefficients Estimation and Quantization: Estimates (and
quantizes) the optimum predictor coefficients for each
block.

• Predictor: Calculates the prediction residual using the
quantized predictor coefficients.

• Entropy Coding: Encodes the residual using different en-
tropy codes.

• Multiplexing: Combines coded residual, code indices and
predictor coefficients to form the compressed bitstream.

For each channel, a prediction residual is calculated using lin-
ear prediction with adaptive predictor coefficients and (preferably)
adaptive prediction order in each block. The coefficients are quan-
tized prior to filtering and transmitted as side information. The
prediction residual is entropy coded using one of several different
entropy codes. The indices of the chosen codes have to be trans-
mitted. Finally, a multiplexing unit combines coded residual, code
indices, predictor coefficients and other additional information to
form the compressed bitstream. The encoder also provides a CRC
checksum, which is supplied mainly for the decoder to verify the
decoded data. On the encoder side, the CRC can be used to ensure
that the compressed data is losslessly decodable.

Additional encoder options comprise block length switching,
random access and joint stereo coding (see section 3). The en-
coder might use these options to offer several compression levels
with differing complexities. However, the differences in terms of
coding efficiency usually are rather small, so it may be appropri-
ate to abstain from the highest compression in order to reduce the
computational effort. Coding results for a variety of audio material
will be given in section 4.

2.2. Decoder Overview

The MPEG-4 ALS decoder (Figure 2) is significantly less com-
plex than the encoder. It decodes the entropy coded residual and,
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Fig. 1. MPEG-4 ALS encoder

Fig. 2. MPEG-4 ALS decoder

using the predictor coefficients, calculates the lossless reconstruc-
tion signal. The computational effort of the decoder mainly de-
pends on the order of the predictor chosen by the encoder. Since
the maximum order usually depends on the encoder’s compres-
sion level, higher compressed files might take slightly longer to
decode. Apart from the predictor order, the decoder complexity is
nearly independent from the encoder options.

3. ENCODER DESCRIPTION

3.1. Linear Prediction

The current sample of a time-discrete signal x(n) can be approx-
imately predicted from previous samples x(n − k). The estimate
is given by

x̂(n) =

K∑

k=1

hk · x(n − k), (1)

where K is the order of the predictor. If the predicted samples are
close to the original samples, the residual

e(n) = x(n) − x̂(n) (2)

has a smaller variance than x(n) itself, hence e(n) can be encoded
more efficiently.

In forward linear prediction, the optimal predictor coefficients
hk (in terms of a minimized variance of the residual) are usu-
ally estimated for each block by the autocorrelation method or
the covariance method [8]. The autocorrelation method, using the
Levinson-Durbin algorithm, has additionally the advantage of pro-
viding a simple means to iteratively adapt the order of the predictor
[9].

Increasing the predictor order decreases the variance of the
prediction error, leading to a smaller bit rate for the residual. On
the other hand, the bit rate for the predictor coefficients will rise
with the number of coefficients to be transmitted. Thus, the task is
to find the optimal order which minimizes the total bit rate.

The Levinson-Durbin algorithm determines recursively all
predictors with increasing order. For each order, a complete set
of predictor coefficients is calculated. Moreover, the variance σ2

e

of the corresponding residual can be calculated, resulting in an es-
timate of the expected bit rate for the residual. Together with the
bit rate for the coefficients, the total bit rate can be determined in
each iteration, i.e. for each predictor order. The optimal order is
set at the point where the total bit rate no longer decreases.

3.2. Quantization of Predictor Coefficients

Direct quantization of the predictor coefficients hk is not very effi-
cient for transmission, since even small quantization errors might
produce large spectral errors. Although parcor (reflection) coeffi-
cients are less sensitive to quantization, they are still too sensitive
when their magnitude is close to unity. In order to expand the
region near unity, an arcsine function is applied to the parcor coef-
ficients. The behavior of the resulting arcsine coefficients is very
similar to the more familiar log-area ratio (LAR) coefficients.

For a predictor filter of order K, a set of parcor coefficients
γk, k = 1 . . . K, can be estimated using the Levinson-Durbin re-
cursion. Those coefficients are converted to arcsine coefficients
using

αk = arcsin(γk). (3)

The value of each αk is restricted to [−π/2, +π/2]. A linear 8-bit
quantization is applied to the arcsine coefficients, which is equiva-
lent to a non-linear quantization of the corresponding parcor coef-
ficients. Only the 8-bit indices of the quantized arcsine coefficients
are finally transmitted.

However, the direct form predictor filter uses predictor coeffi-
cients hk according to (1). In order to employ identical coefficients
in the encoder and the decoder, the hk values have to be derived
from the quantized arcsine values in both cases.

While it is up to the encoder how to determine a set of suitable
arcsine coefficients, the conversion of those values αk back to pre-
dictor coefficients hk has to be exactly the same in both encoder
and decoder.
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Fig. 3. Bitstream structure (R: random access info)

3.3. Block Length Switching

The basic version of the encoder uses one sample block per chan-
nel in each frame, where the frame length can initially be adjusted
to the sampling rate of the input signal, e.g. 2048 for 48 kHz or
4096 for 96 kHz (approximately 43 ms in each case).

While the frame length is constant for one input file, optional
block length switching enables a subdivision into four shorter sub-
blocks to adapt to transient segments of the audio signal. Thus,
either one long block or four short sub-blocks are used in each
frame, e.g. 1 × 4096 or 4 × 1024 samples (Figure 3).

3.4. Random Access

Random access enables fast access to any part of the encoded audio
signal without costly decoding of previous parts. The encoder op-
tionally generates bitstream information allowing random access
at intervals of several frames by inserting frames that can be de-
coded without decoding previous frames. In those random access
frames, no samples from previous frames are used for prediction.
Each random access frame starts with an info field (Figure 3) that
specifies the distance in bytes to the next random access frame,
thus enabling a fast search inside the compressed file.

3.5. Joint Stereo Coding

Joint stereo coding can be used to exploit dependencies between
the two channels of a stereo signal. It is straightforward to process
the two channels x1(n) (left) and x2(n) (right) independently. A
simple way to exploit dependencies between the channels is to en-
code the difference signal

d(n) = x2(n) − x1(n) (4)

instead of x1(n) or x2(n). Switching between x1(n), x2(n) and
d(n) in particular frames depends on which two signals can be
coded most efficiently. Such prediction with switchable difference
coding is beneficial in cases where both channels are very similar.

3.6. Entropy Coding of the Residual

In default mode, the residual values e(n) are entropy coded using
Rice codes. For each block, either all values can be encoded using
the same Rice code, or the block can be further divided into four
parts, each encoded with a different Rice code. The indices of the
applied codes have to be transmitted, as shown in Figure 1. Since
there are different ways to determine the optimal Rice code for a
given set of data, it is up to the encoder to select suitable codes
depending on the statistics of the residual.

Alternatively, the encoder can use a more complex and effi-
cient coding scheme called BGMC (Block Gilbert-Moore Codes),
proposed by RealNetworks [10]. In BGMC mode, the encod-
ing of residuals is accomplished by splitting them in two cate-
gories: Residuals that belong to a central region of the distribu-
tion, |e(n)| < emax, and ones that belong to its tails. The residu-
als in tails are simply re-centered (i.e. for e(n) > emax we have
et(n) = e(n)− emax) and encoded using Rice codes as described
earlier. However, to encode residuals in the center of the distri-
bution, the BGMC encoder splits them into LSB and MSB com-
ponents first, then it encodes MSBs using block Gilbert-Moore
(arithmetic) codes, and finally it transmits LSBs using direct fixed-
lengths codes. Both parameters emax and the number of directly
transmitted LSBs are selected such that they only slightly affect
the coding efficiency of this scheme, while making it significantly
less complex.

4. COMPRESSION RESULTS

The MPEG-4 ALS encoder was compared with Monkey’s Audio
Codec (MAC) [11], version 3.97, using maximum compression.
The results for the ALS encoder were determined for both Rice and
BGMC mode, with all other options set to maximum compression.
The test material was taken from the standard audio sequences for
MPEG-4 Lossless Coding. It comprises almost 1 GB of stereo
waveform data with sampling rates of 48, 96, and 192 kHz, and
resolutions of 16 and 24 bits.

4.1. Compression Ratio

In the following, the compression ratio is defined as

C =
CompressedF ileSize

OriginalF ileSize
· 100%, (5)

where smaller values mean better compression. The results for the
examined audio formats are shown in Table 1.

Format ALS-R ALS-B MAC
48 kHz / 16-bit 46.5 46.0 45.3
48 kHz / 24-bit 64.0 63.6 63.2
96 kHz / 16-bit 31.1 30.4 30.9
96 kHz / 24-bit 47.1 46.7 48.1
192 kHz / 16-bit 21.9 21.1 22.2
192 kHz / 24-bit 38.2 37.8 39.1

Total 41.1 40.6 41.3

Table 1. Compression ratio (percentage) for different audio for-
mats (grand total over all tracks). ALS results for Rice (-R) and
BGMC (-B) mode.

The compression ratios of the MPEG-4 ALS encoder are ei-
ther comparable or better than those of Monkey’s Audio. On av-
erage, a slightly improved compression is achieved. However,
particularly for high-definition material (i.e. 96 kHz / 24-bit and
above), MPEG-4 ALS performs clearly better. The use of BGMC
even further improves compression, at the expense of a slightly
increased encoder and decoder complexity.
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4.2. Complexity

The MPEG-4 ALS encoder, at maximum compression, has ap-
proximately twice the complexity of Monkey’s Audio, but one
should take into account that the tested ALS codec binary was
not yet optimized for speed. However, while encoder and de-
coder complexity of Monkey’s Audio are nearly equal (symmet-
ric codec), the ALS decoder complexity is significantly lower than
that of Monkey’s Audio [5].

The ALS encoder is designed to offer different compression
levels. While the maximum level achieves the highest compression
at the expense of slowest encoding speed, the faster medium level,
compared to the results in Table 1, only leads to less than 0.5%
degradation [12].

Table 2 shows the encoding and decoding speed for both lev-
els. The tests were conducted on a 1.2 GHz Pentium III-M, with
512 MB of memory, using the same audio material as in the com-
pression ratio section.

Medium Maximum
Format Enc Dec Enc Dec

48 kHz / 16-bit 19.3 34.4 5.3 23.2
48 kHz / 24-bit 14.3 24.6 4.5 18.2
96 kHz / 16-bit 11.6 21.2 2.8 13.2
96 kHz / 24-bit 7.9 13.7 2.3 10.0
192 kHz / 16-bit 5.3 10.2 1.6 8.0
192 kHz / 24-bit 3.2 6.3 1.2 5.1

Table 2. Encoding and decoding speed factor for stereo signals,
compared to real-time processing.

For example, a 96 kHz / 24-bit stereo signal can be encoded
nearly eight times faster than real-time at the medium compression
level. Decoding is typically 2-5 times faster than encoding. The
results show that the coding scheme is capable of processing even
multichannel data in real-time.

5. APPLICATIONS

Applications for lossless audio coding exist in different areas,
including archival systems, studio operations, and file transfer
for collaborative working or music distribution over the internet
(download services). In general, lossless coding is required wher-
ever audio data is designated to be stored, transmitted, or processed
without introducing any coding artifacts - even if they would be
imperceptible.

A global MPEG standard for lossless audio coding will fa-
cilitate interoperability between different hardware and software
platforms, thus promoting long-lasting multivendor support.

6. STANDARDIZATION PROCESS

In July 2003, the reference model software and documentation was
supplied to MPEG, and a first working draft document was issued.
In October 2003, the BGMC algorithm was added to the current
working draft [6]. Subsequently, further improvements and exten-
sions of the ALS coding scheme will have to be considered by the
audio subgroup.

Prospective extensions of the codec will cover even higher res-
olutions and sampling frequencies, support for other input formats

such as floating point [13] [14], coding of multichannel material
[15] [16], and the improvement of coding efficiency.

MPEG-4 Audio Lossless Coding (ALS) is expected to be an
international standard by the end of 2004.
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