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ABSTRACT

Lossless coding will become the latest extension of the MPEG-4 audio standard. The lossless audio codec of
the Technical University of Berlin was chosen as reference model for MPEG-4 Audio Lossless Coding (ALS).
The MPEG-4 ALS encoder is based on linear prediction, which enables high compression even with moderate
complexity, while the corresponding decoder is straightforward. The paper describes the basic elements of the
codec as well as some additional features, gives compression results, and points out envisaged applications.

1. INTRODUCTION nal. The MPEG audio subgroup is currently work-

ing on the standardization of lossless coding tech-
Lossless audio coding enables the compression of  niques for high-definition audio signals. As an
digital audio data without any loss in quality due extension to MPEG-4 Audio [1], the amendment
to a perfect reconstruction of the original sig-
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"ISO/IEC 14496-3:2001/AMD 4, Audio Lossless
Coding (ALS)” will define efficient methods for loss-
less coding.

1.1. History

In July 2002, MPEG issued a call for proposals [2] to
initiate the submission of technology for lossless au-
dio coding. This call basically supported two differ-
ent approaches, either a hierarchical system consist-
ing of a lossy core codec (e.g. MPEG-AAC [3]) and a
lossless enhancement layer, or a lossless-only codec.
By December 2002, seven companies submitted one
or more codecs which met the basic requirements.
In the following, those submissions were evaluated
in terms of compression efficiency, complexity and
flexibility [4]. In March 2003, the audio subgroup
decided to proceed at first with the standardization
of a lossless-only codec, while further investigating
hierarchical methods as well.

The lossless-only codec of the Technical University
of Berlin (TUB), which offered the highest compres-
sion among all submissions, was chosen as reference
model [5]. In July 2003, the codec attained work-
ing draft status. In October 2003, an alternative
entropy coding scheme, proposed by RealNetworks,
was added to enable even better compression, and
in December 2003, extensions by TUB for coding of
multi-channel and 32-bit material were integrated
[6]. A proposal from NTT to support floating-point
audio data is expected to be adopted in March 2004.

1.2. Features

MPEG-4 ALS defines efficient and fast lossless au-
dio compression techniques for both professional and
consumer applications. It offers many features not
included in other lossless compression schemes.

e General support for virtually any uncompressed
digital audio format.

e Support for PCM resolutions of up to 32-bit at
arbitrary sampling rates.

e Multi-channel / multi-track support for up to
256 channels (including 5.1 surround).

e Support for 32-bit floating-point audio data.

e Fast random access to the encoded data.

MPEG-4 ALS

e Optional storage in MP4 file format (allows
multiplex with video).

Below, we describe the basics of the MPEG-4 ALS
Codec [7], give some compression results, point out
applications and outline the standardization process.

2. CODEC OVERVIEW

In most lossy MPEG coding standards, only the de-
coder is specified in detail. However, a lossless cod-
ing scheme usually requires the specification of some
(but not all) encoder portions. Since the encoding
process has to be perfectly reversible without loss
of information, several parts of both encoder and
decoder have to be implemented in a deterministic
way.

The MPEG-4 ALS codec uses forward-adaptive Lin-
ear Predictive Coding (LPC) to reduce bit rates com-
pared to PCM, leaving the optimization entirely to
the encoder. Thus, various encoder implementa-
tions are possible, offering a certain range in terms
of efficiency and complexity. This section gives an
overview of the basic encoder and decoder function-
ality.

2.1. Encoder Overview

The MPEG-4 ALS encoder (Figure 1) typically con-
sists of these main building blocks:

o Buffer: Stores one audio frame. A frame is di-
vided into blocks of samples, typically one for
each channel.

o Cocfficients Estimation and Quantization: Es-
timates (and quantizes) the optimum predictor
coefficients for each block.

e Predictor: Calculates the prediction residual
using the quantized predictor coefficients.

e FEntropy Coding: Encodes the residual using dif-
ferent entropy codes.

o Multiplering: Combines coded residual, code
indices and predictor coefficients to form the
compressed bitstream.

For each channel, a prediction residual is calculated
using linear prediction with adaptive predictor co-
efficients and (preferably) adaptive prediction order
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in each block. The coefficients are quantized prior
to filtering and transmitted as side information. The
prediction residual is entropy coded using one of sev-
eral different entropy codes. The indices of the cho-
sen codes have to be transmitted. Finally, a multi-
plexing unit combines coded residual, code indices,
predictor coefficients and other additional informa-
tion to form the compressed bitstream. The encoder
also provides a CRC checksum, which is supplied
mainly for the decoder to verify the decoded data.
On the encoder side, the CRC can be used to ensure
that the compressed data is losslessly decodable.

Additional encoder options comprise block length
switching, random access and joint stereo coding
(see section 3). The encoder might use these op-
tions to offer several compression levels with differ-
ing complexities. However, the differences in terms
of coding efficiency usually are rather small, so it
may be appropriate to abstain from the highest com-
pression in order to reduce the computational effort.
Coding results for a variety of audio material will be
given in section 4.

2.2. Decoder Overview

The MPEG-4 ALS decoder (Figure 2) is significantly
less complex than the encoder. It decodes the en-
tropy coded residual and, using the predictor coef-

ficients, calculates the lossless reconstruction signal.
The computational effort of the decoder mainly de-
pends on the order of the predictor chosen by the en-
coder. Since the maximum order usually depends on
the encoder’s compression level, higher compressed
files might take slightly longer to decode. Apart
from the predictor order, the decoder complexity is
nearly independent from the encoder options.

3. ENCODER DESCRIPTION
3.1.

The current sample of a time-discrete signal x(n) can
be approximately predicted from previous samples
xz(n — k). The estimate is given by

Linear Prediction

K
B(n) = hg-x(n—k), (1)
k=1

where K is the order of the predictor. If the pre-
dicted samples are close to the original samples, the
residual

(2)

has a smaller variance than z(n) itself, hence e(n)
can be encoded more efficiently.

e(n) = z(n) — &(n)

In forward linear prediction, the optimal predictor
coefficients hy (in terms of a minimized variance of
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Fig. 3: Bitstream structure (R — random access information)

the residual) are usually estimated for each block
by the autocorrelation method or the covariance
method [8]. The autocorrelation method, using the
Levinson-Durbin algorithm, has the additional ad-
vantage of providing a simple means to iteratively
adapt the order of the predictor [9].

Increasing the predictor order decreases the variance
of the prediction error, leading to a smaller bit rate
for the residual. On the other hand, the bit rate for
the predictor coefficients will rise with the number
of coefficients to be transmitted. Thus, the task is
to find the optimal order which minimizes the total
bit rate.

The Levinson-Durbin algorithm determines recur-
sively all predictors with increasing order. For each
order, a complete set of predictor coefficients is cal-
culated. Moreover, the variance o2 of the corre-
sponding residual can be calculated, resulting in an
estimate of the expected bit rate for the residual.
Together with the bit rate for the coefficients, the
total bit rate can be determined in each iteration,
i.e. for each predictor order. The optimal order is
set at the point where the total bit rate no longer
decreases.

3.2. Quantization of Predictor Coefficients

Direct quantization of the predictor coefficients hy, is
not very efficient for transmission, since even small
quantization errors might produce large spectral er-
rors. Although parcor (reflection) coefficients are
less sensitive to quantization, they are still too sensi-
tive when their magnitude is close to unity. In order
to expand the region near unity, an arcsine function

is applied to the parcor coefficients. The behavior
of the resulting arcsine coefficients is very similar to
the more familiar log-area ratio (LAR) coefficients.

For a predictor filter of order K, a set of parcor
coefficients v,k = 1... K, can be estimated using
the Levinson-Durbin recursion. Those coefficients
are converted to arcsine coefficients using

ay = arcsin(yg).

3)

The value of each ay, is restricted to [—7/2, +7/2]. A
linear 8-bit quantization is applied to the arcsine co-
efficients, which is equivalent to a non-linear quanti-
zation of the corresponding parcor coefficients. Only
the 8-bit indices of the quantized arcsine coefficients
are finally transmitted.

However, the direct form predictor filter uses pre-
dictor coefficients hy according to (1). In order to
employ identical coefficients in the encoder and the
decoder, the h; values have to be derived from the
quantized arcsine values in both cases.

While it is up to the encoder how to determine a
set of suitable arcsine coefficients, the conversion of
those values oy, back to predictor coefficients hy has
to be exactly the same in both encoder and decoder.

3.3. Block Length Switching

The basic version of the encoder uses one sample
block per channel in each frame, where the frame
length can initially be adjusted to the sampling rate
of the input signal, e.g. 2048 for 48 kHz or 4096 for
96 kHz (approximately 43 ms in each case).

While the frame length is constant for one input file,
optional block length switching enables a subdivision
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into four shorter sub-blocks to adapt to transient
segments of the audio signal. Thus, either one long
block or four short sub-blocks are used in each frame,
e.g. 1 x 4096 or 4 x 1024 samples (Figure 3).

3.4. Random Access

Random access enables fast access to any part of the
encoded audio signal without costly decoding of pre-
vious parts. The encoder optionally generates bit-
stream information allowing random access at inter-
vals of several frames by inserting frames that can
be decoded without decoding previous frames. In
those random access frames, no samples from pre-
vious frames are used for prediction. Each random
access frame starts with an info field (Figure 3) that
specifies the distance in bytes to the next random
access frame, thus enabling a fast search inside the
compressed file.

(@)

(b) 1
[T
fully non-predicted fully
predicted samples predicted
samples samples
FE I | I PRI TR T
(©) [
fully predicted fully
predicted T samples with predicted
samples reduced order samples

random access point

Fig. 4: Prediction in random access frames: (a) orig-
inal signal, (b) residual for conventional prediction
scheme, (c) residual for progressive prediction

Prediction at the beginning of random access frames
typically is poor, since samples from the end of the
previous frame cannot be used, and the first K sam-
ples have to be transmitted directly. In order to
minimize this problem, a method called progressive
prediction [10], which makes use of all samples avail-
able, was recently proposed to MPEG. While it is of
course not possible to predict the first sample of an
random access frame, we can use first-order predic-
tion for the second sample, second-order prediction

MPEG-4 ALS

for the third sample, and so forth, until the sam-
ples from position K + 1 on are predicted using the
full K-th-order predictor (Figure 4). Since the LPC
predictor coeflicients are calculated recursively from
the quantized arcsin/parcor coefficients in any case,
it is possible to calculate each LPC coefficient set
from orders 1 to K without additional costs.

In the case where each frame allows random ac-
cess, the conventional scheme produces an absolute
overhead of 0.2-0.3% compared to coding without
random access. Progressive prediction reduces this
overhead to approximately 0.05%.

3.5. Joint Channel Coding

Joint channel coding can be used to exploit depen-
dencies between the two channels of a stereo signal,
or between any two channels of a multi-channel sig-
nal. While it is straightforward to process two chan-
nels z1(n) and z2(n) independently, a simple way
to exploit dependencies between these channels is to
encode the difference signal

d(n) (4)
instead of x1(n) or x2(n). Switching between z1(n),
xzo(n) and d(n) in particular frames depends on
which two signals can be coded most efficiently. Such
prediction with switchable difference coding is bene-
ficial in cases where two channels are very similar. In
the case of multi-channel material, the channels can
be rearranged internally in order to assign suitable
channel pairs.

xa(n) — x1(n)

3.6. Entropy Coding of the Residual

In default mode, the residual values e(n) are entropy
coded using Rice codes. For each block, either all
values can be encoded using the same Rice code,
or the block can be further divided into four parts,
each encoded with a different Rice code. The in-
dices of the applied codes have to be transmitted, as
shown in Figure 1. Since there are different ways to
determine the optimal Rice code for a given set of
data, it is up to the encoder to select suitable codes
depending on the statistics of the residual.

Alternatively, the encoder can use a more complex
and efficient coding scheme called BGMC (Block
Gilbert-Moore Codes), proposed by RealNetworks
[11]. In BGMC mode, the encoding of residuals is
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accomplished by splitting the distribution in two cat-
egories (Figure 5): Residuals that belong to a central
region of the distribution, |e(n)| < emax, and ones
that belong to its tails. The residuals in tails are
simply re-centered (i.e. for e(n) > emax we have
et(n) = e(n) — emax) and encoded using Rice codes
as described earlier. However, to encode residuals in
the center of the distribution, the BGMC encoder
splits them into LSB and MSB components first,
then it encodes MSBs using block Gilbert-Moore
(arithmetic) codes, and finally it transmits LSBs
using direct fixed-lengths codes. Both parameters
emax and the number of directly transmitted LSBs
are selected such that they only slightly affect the
coding efficiency of this scheme, while making it sig-
nificantly less complex.

0.77
0.6‘[\
1\
05 |
Encoded using high-efficiency ,ﬂ’ \ Encoded using simple
block codes 0/47 \ Golomb-Rice codes
031
/021
/
/ 017
-4 -3 -2 40

Fig. 5: Partition of the residual distribution.

A more detailed description of the entropy coding
schemes used in MPEG-4 ALS is given in [12] and
[13].

3.7. Floating-Point Audio Data

While conventional lossless audio codecs only sup-
port PCM data, MPEG-4 ALS will also offer effi-
cient compression of floating-point material. The
32-bit IEEE floating-point format [14] is widely used
in professional audio applications, where audio sig-
nals are typically normalized to 41.0.

The lossless floating-point compression scheme was
originally proposed by NTT [15]. The algorithm
splits the floating-point signal into a truncated in-
teger signal and a difference signal which contains
the remaining fractional part. The integer signal is
then compressed using the MPEG-4 ALS encoder

MPEG-4 ALS
Scaling, Fint PCM
A . —»
Truncation i ; Encoder
Conversion
to Flo'at’ Number of
Rescaling i non-zero bits
XOR ¥ i
Formatter —»

Difference of
mantissas

*float

Fig. 6: Floating-point encoder.

for PCM signals, while the difference signal is coded
separately (Figure 6).

The floating-point signal is converted to integer by
scaling with a factor (e.g. 2'® for 16-bit PCM) and
subsequent truncation. This integer value is then
converted to float and rescaled again, resulting in
a float value with the same sign and exponent as
the original one. The subtraction from the original
float value can therefore be carried out by a bit-wise
XOR of the mantissas. The number m of resulting
non-zero mantissa bits can be determined from the
truncated integer value x;,; using

23—k
— 32

For each sample, only m bits for the difference of
mantissas have to be transmitted.

if 28 < @ < 2K 11

The decoder simply decodes the PCM signal and the
difference signal, where the number of difference bits
to decode for each sample is calculated using Eq. 5.
The PCM signal is converted to float and rescaled
as in the encoder, and the difference is then added
to its mantissa in order to obtain the original float
value.

An extensive description of the floating-point coding
scheme can be found in [16].

4. COMPRESSION RESULTS

In the following, the MPEG-4 ALS encoder [17] was
compared with the two most popular programs for
lossless audio compression: The open-source codec
FLAC [18], and Monkey’s Audio (MAC) [19], a
codec identified by MPEG as the current state-
of-the-art algorithm. Both codecs were run with
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options providing maximum compression (flac -8
and mac -c4000). The results for the ALS encoder
were determined for both Rice and BGMC coding
of the residual (ALS/R and ALS/B), with random
access each 500 ms, and all other options set to max-
imum compression as well (mp4als -6 -r5 [-b]).

The tests were conducted on a 1.2 GHz Pentium
III-M PC, with 512 MB of memory. The test ma-
terial was taken from the standard set of audio se-
quences for MPEG-4 Lossless Coding. It comprises
nearly 1 GB of stereo waveform data with sampling
rates of 48, 96, and 192 kHz, and resolutions of 16
and 24 bits. Since not all of these formats were sup-
ported by FLAC, there are a few empty boxes in our
comparison tables.

4.1. Compression Ratio

In the following, the compression ratio is defined as

C— CompressedF'ileSize

OriginalFileSize 100%, (6)

where smaller values mean better compression. The
results for the examined audio formats are shown in
Table 1.

MPEG-4 ALS

Format | FLAC | MAC | ALS/R | ALS/B
48/16 | 117.2 | 61.6 88.6 107.2
48/24 | 1973 | 795 | 1206 | 112.2
96/16 | 226.6 | 136.9 | 158.0 | 206.8
96/24 | 387.7 | 163.3 | 2184 | 228.8
192/16 - 97.9 | 116.6 | 148.0
192/24 - 1082 | 1774 | 195.6
Total 647.4 | 879.6 | 998.6

Table 2: Compression time (in seconds) measured
for different audio formats.

Format | FLAC | MAC | ALS/R | ALS/B
48/16 | 10.3 | 684 22.6 26.5
i8/24 | 214 | 122 23.6 26.6
96/16 | 269 | 1342 | 322 455
96/24 | 439 | 1442 | 457 52.8
192/16 - 1044 | 248 33.7
192/24 - 1138 | 516 53.1
Total 637.2 | 200.5 | 238.2

Format | FLAC | MAC | ALS/R | ALS/B
i8/16 | 486 | 453 6.5 46.0
48/24 | 684 | 632 64.0 63.6
96/16 | 36.2 | 30.9 311 30.4
96/24 | 56.7 | 48.1 71 6.7
192/16 - 222 21.9 21.1
192/24 - 39.1 382 378
Total 41.3 | 41.1 40.6

Table 1: Comparison of the average compression ra-
tios for different audio formats (sampling frequency
in kHz / resolution in bits).

The compression ratios of the MPEG-4 ALS encoder
are significantly better than those of FLAC, and
comparable to those of Monkey’s Audio. Still, ALS
delivers better overall compression. Particularly for
high-definition material (i.e. 96 kHz / 24-bit and
above), the results are clearly superior. The use of
BGMC even further improves compression, at the
expense of a slightly increased encoder and decoder
complexity.

Table 3: Decompression time (in seconds) measured
for different audio formats.

4.2. Complexity

The total compression and decompression times for
the whole set of test material, which equals 450 sec-
onds of audio for each format, are shown in Table
2 and Table 3, respectively. The MPEG-4 ALS en-
coder, at maximum compression, is somewhat slower
than Monkey’s Audio, but one should take into ac-
count that the tested ALS codec binary was not yet
optimized for speed. However, while encoder and
decoder complexity of Monkey’s Audio are almost
equal (symmetric codec), the ALS decoder is nearly
three times faster than Monkey’s Audio [5].

For example, MPEG-4 ALS is able to decode a
96 kHz / 24-bit stereo signal nearly ten times faster
than real-time on the 1.2 GHz Pentium test system.
These results show that the coding scheme is capa-
ble of processing even multichannel data at a great
speed.

Furthermore, the ALS encoder is designed to offer
different compression levels. While the mazimum
level (-6) achieves the highest compression at the ex-
pense of slowest encoding speed, the faster medium
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level (-3), compared to the results in Table 1, only
leads to less than 0.5% degradation [20]. Using the
medium level, encoding is typically three times faster
than at the maximum level, while decoding is still
20-30% faster [21]. Thus, MPEG-4 ALS can be used
even on hardware with low computing power.

4.3.

Three types of 32-bit floating-point audio data were
artificially generated. The material from the PCM
test set was converted into the normalized (£1.0)
floating-point format, using different resolutions and
additional gain factors:

Floating-Point Results

e Direct conversion (gain factor = 1.0) of 16-bit

material, i.e. 2% — 1.0

e Direct conversion (gain factor
material, i.e. 223 — 1.0

1.0) of 24-bit

e Conversion of 24-bit material with a gain fac-
tor of 2.99, leading to full 32-bit floating-point
resolution.

The results for all three types at different sampling
frequencies are shown in Table 4.

Bits / Gain | 48 kHz | 96 kHz | 192 kHz
16 / 1.0 23.3 15.6 11.0
24 /1.0 48.0 35.3 28.7
24 /2.99 67.4 54.8 49.1

Table 4: Compression ratios for different types of
floating-point material.

As in the case of PCM material, compression im-
proves with rising sampling frequency. For the di-
rectly converted material with limited resolution,
high compression is achieved in general, since not
all bits of the floating-point format are actually used.
When the floating-point material has full 32-bit res-
olution (last row), the compression ratio is limited to
approximately 50%. However, general compression
schemes such as gzip achieve almost no compression
at all for this kind of material [16].

5. APPLICATIONS

Applications for lossless audio coding exist in differ-
ent areas, including archival systems, studio opera-
tions, and file transfer for collaborative working or

MPEG-4 ALS

music distribution over the internet (download ser-
vices). In general, lossless coding is required wher-
ever audio data is designated to be stored, trans-
mitted, or processed without introducing any coding
artifacts - even if they would be imperceptible.

A global MPEG standard for lossless audio cod-
ing will facilitate interoperability between different
hardware and software platforms, thus promoting
long-lasting multivendor support.

6. CONCLUSION

MPEG-4 Audio Lossless Coding (ALS) is a highly
efficient and fast lossless audio compression scheme
for both professional and consumer applications
which offers many innovative features. It is based
on a codec developed by Technical University of

Berlin. Further improvements and extensions were
contributed by RealNetworks and NTT.

MPEG-4 ALS is expected to be an international
standard by the end of 2004.
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