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Abstract
In this paper we present a robust noise estimation for speech

enhancement algorithms. The robust noise estimation based on
a modified minima controlled recursive averaging noise estima-
tor was applied to different speech estimators. The investigated
speech estimators were spectral substraction (SS), log spectral
amplitude speech estimator (LSA) and optimally modified log
spectral amplitude estimator (OM-LSA). The performance of
the different algorithms were measured both by the signal-to-
noise ratio (SNR) and recognition accuracy of an Automatic
Speech Recognition (ASR).

1. Introduction
In recent years, the performance of automatic speech recogni-
tion has been improved drastically by applying statistical ap-
proaches. However, most speech recognizers still have serious
problems in noisy environments. The recognition rate can sig-
nifically degrade in severe conditions.

Noise reduction algorithms can improve the recognition
rates in noisy environments. In general, noise reduction algo-
rithms consist of two major components. The first component
estimates the noise and the second one estimates the speech.
Traditional noise estimator are based on voice activity detec-
tors (VAD) which are difficult to tune and their application to
low SNR speech results often in clipped speech. Israel Cohen
proposed a noise estimator based on minimum statistics and re-
cursive averaging, called minima controlled recursive averag-
ing (MCRA) algorithm [1]. This algorithm is very robust and
achieves also good results even in the case of non-stationary
noise. In this paper we use a modified minima controlled re-
cursive averaging where the threshold function for the speech
probability depends also on the SNR calculations of the speech
estimator.

A large number of speech estimators have been proposed
in the past. Most of them are use a gainfunction to modify the
spectral amplitude whereas the phase is normally unchanged.
Traditional gain functions like spectral substraction [2] depend
only on the measured signal level of the current frame and
the estimated noise level. These methods cause musical tones
which degrade the quality of the audio signal. A better solution
was proposed by Ephraim and Malah [3]. They use the decision
directed method to estimate an a priori SNR and the gain func-
tion minimizes the mean-square error of the log-spectra, based
on a Gaussian statistical model. This estimator proved very effi-
cient in reducing the musical residual noise phenomena [4]. In
recent research speech presence probability has been used for
further improvements in the performance of the algorithms [5],
[6]. Whereas in [5] a multiplicative modification has been pro-
posed, Cohen derived an optimally modified gainfunction in [6].

The optimal spectral gain function was obtained as a weighted
geometric mean of the hypothetical gains associated with the
speech presence uncertainty.

In this paper we use the modified MCRA noise estimator
and compare the performances of three different speech estima-
tors, namely spectral substraction (SS), log-spectral amplitude
estimator (LSA), and optimally modified log-spectral amplitude
estimator (OM-LSA). The different speech enhancement sys-
tems are evaluated with a SNR analysis and recognition rates of
an automatic speech recognition (ASR) system. The database
for the speech recognition task has been taken from AURORA
2. The training mode for the ASR system was multiconditional
[7] in order to achieve best recognition results. But this lowers
the improvement of speech enhancement systems because the
ASR system is also trained to noisy conditions.

2. System Overview
In our signal model, clean speech s(n) is corrupted by addi-
tive noise d(n). The observed noisy signal x(n) can then be
expressed as:

x(n) = s(n) + d(n) . (1)

First, the audio signal is segmented into overlapping blocks
length N and an overlapping rate of 75%. Then a Hanning win-
dow is applied to the signal blocks. Afterwards, the signal is
transformed into frequency domain with the fast Fourier trans-
form (FFT)(Figure 1). With the power spectrum |X(k, l)|2, k
and l denote the frequency index and time index respectively, a
modified minima controlled recursive averaging (MCRA) noise
estimation is realized. Three different gain function algorithms
are used, namely, spectral substraction (SS), log spectral ampli-
tude estimator (LSA), and optimally modified LSA (OM-LSA),
to estimate the speech signal. Finally, the signal is transformed
back into time domain and reconstructed.

2.1. Noise Estimation Algorithm

The first step of the noise estimation algorithm is to average the
power spectrum in frequency with a window function w(i) and
then in time domain with a recursive equation of first order:

A(k, l) =
i=1
∑

i=−1

w(i)|X(k − i, l)|2 , (2)

E(k, l) = βE(k, l − 1) + (1 − β)A(k, l) . (3)

A local minimum noise tracker is used to determine the
noise floor.

M(k, l) = min
i=0..M

(E(k, l − i)) (4)
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Figure 1: System Overview

With this noise floor a voice activity detector I(k, l) (VAD)
is employed in each frequency bin:

I(k, l) =

{

1 if E(k, l) > (1 + Ke−G(k,l−1))M(k, l)
0 otherwise

.

(5)
K is a constant value.

This VAD controls the update of the noise estimation.
Therefore, a speech presence probability estimator p(k, l) is
computed to obtain an optimal smoothing parameter α(k, l) for
the noise estimation:

if I(k, l) = 1
p(k, l) = αp + (1 − αp) · p(k, l − 1)
α(k, l) = 1

else
p(k, l) = (1 − αp) · p(k, l − 1)
αN (k, l) = αα + (1 − αα) · p(k, l)

Whenever speech is assumed (I(k, l) = 1) the smoothing
factor for the noise estimation α(k, l) is set to one and the noise
estimation is immediately stopped. This avoids false noise esti-
mation when speech is present. If the indicator function I(k, l)
is equal to zero the speech presence probability is recursively
decreased with a high smoothing factor so that the noise es-
timation is very slow at the beginning of a noise only period.
Weak speech components at the end of a speech period will be
preserved.

Finally, the noise estimation N(k, l) is done by a recursive
update formula first order:

N(k, l) = αNN(k, l − 1) + (1 − αN )|X(k, l)|2 (6)

Figure 2 shows the noise estimation in the frequency bin

0 20 40 60 80 100 120 140 160 180 200
0

10

20

30

40

50

60
smoothed power spectrum
estimated noise power spectrum

Figure 2: Power Spectrum of noisy speech and noise estimation

k = 39. In speech periods the noise tracking is stopped and in
noise only periods, there is a good noise tracking.

2.2. Speech estimation

The first implemented speech estimator is based on spectral sub-
straction:

|S̃(k, l)| = |X(k, l)| −
√

N(k, l) (7)

or written with a gain function:

S̃(k, l) = GSS(k, l) · X(k, l) (8)

with

GSS(k, l) = 1 −

√

N(k, l)

|X(k, l)|2
. (9)

The second speech estimator is the log spectral amplitude
estimator (LSA) as proposed by Ephraim and Malah.

S̃(k, l) = GLSA(k, l) · X(k, l) (10)

For the calculation of GLSA(k, l), the a priori SNR ξ(k, l)
is estimated by

ξ(k, l) = αG
2(k, l − 1)γ(k, l) + (1 − α)ξ(k, l − 1) (11)

where

γ(k, l) =

{

|X(k,l)|2

N(k,l)
if |X(k, l)|2 > N(k, l)

1 otherwise
, (12)

and α ∈ [0, 1]. With these two parameters the log spectral
amplitude estimator is given by:

GLSA(k, l) =
ξ(k, l)

1 + ξ(k, l)
exp

(

0.5

∫ ∞

t=ν(k,l)

e−t

t
dt

)

(13)

with

ν(k, l) =
( ξ(k, l)

1 + ξ(k, l)

)

γ(k, l) . (14)

The third speech estimator is an extension of the LSA al-
gorithm. A speech presence probability is used to modify the



spectral gain function. Malah proposed a multiplicative modi-
fied LSA (MM-LSA) and Cohen derived an optimally modified
LSA (OM-LSA) gain function. We have implemented the algo-
rithm from Cohen where he proposed to use the a priori SNR to
compute a speech absence probability q(k, l) and then a speech
presence probability p(k, l). Therefore, the a priori SNR will
be smoothed over time:

ζ(k, l) = 0.7ζ(k, l − 1) + 0.3ξ(k, l) (15)

and then smoothed in frequency domain

ζlocal(k, l) =

i=1
∑

i=−1

b(i)ζ(k − i, l) , (16)

where b(i) is a window function.
A likelihood of speech presence can then be defined as fol-

lows:

p(k, l) =











0 if ζlocal(k, l) ≤ −10dB
1 if ζlocal(k, l) ≥ −5dB

sin2
(

2π
ζlocal(k,l)−ζmin

ζmax−ζmin

)

otherwise

(17)
The estimate of the a priori probability for speech absence

q(k, l) is then given :

q(k, l) = 1 − p(k, l) , (18)

with the restriction q(k, l) ≤ 0.94. The conditional speech
presence probability estimation, derived by Cohen, p(k, l) is
then given by

p(k, l) =
1

1 + q(k,l)
1−q(k,l)

(

1 + ξ(k, l) exp(−ν(k, l))
)

(19)

In practice, we have taken equation 17 instead of recalcula-
tion p(k, l). The difference to the derived equation is not very
high. Finally, the OM-LSA gain function, derived by Cohen,
becomes:

GOM−LSA(k, l) =
(

GLSA(k, l)
)p(k,l)(

Gmin

)q(k,l)

, (20)

where Gmin is a spectral floor constant. The estimated
speech is then obtained by:

S̃(k, l) = GOM−LSA(k, l) · X(k, l) . (21)

3. Experimental Results
The parameters for the modified MCRA noise estimator have
been chosen as follows:

β = 0.6
K = 4
αp = 0.1
αα = 0.6

and the parameters for the speech estimator have been:

α = 0.92
ζmin = −10dB
ζmax = −5dB
Gmin = 0.01

3.1. SNR improvement and spectrogram

To measure the performance of the presented algorithms, the
signal-to-noise ratios (SNR) have been computed with the
knowledge of the clean speech signal s(n):

SNR =

∑

(x(n) − s(n)2)
∑

s(n)2
(22)

x(n) is the signal from which the SNR is calculated. The
SNR-improvement is then given by

SNRimprove = SNRout − SNRin. (23)

In table 1 the SNR-improvement of each speech enhance-
ment algorithm is shown. The examples are taken from [8].
Three types of background noises - white noise, factory noise
and f16 cockpit noise - are artificially added to clean speech.

white (6 dB) factory (5 dB) f16 (4.6 dB)
SS 5.35 3.52 4.80

LSA 5.86 4.08 4.96
OM-LSA 6.34 4.18 5.56

Table 1: Comparison of SNR improvement of the different one-
channel speech enhancement algorithms.

Figure 3 shows the time signals, left side, and spectrograms,
right side, of the F16 cockpit noise example. Above the un-
processed noisy signal can be seen and thereunder the outputs
of the three implemented speech enhancement algorithms are
shown.
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Figure 3: Time signal and spectrogram of the noisy and the
three enhanced signal of the F16 cockpit noise example

3.2. Recognition accuracy in a ASR system

For evaluation of the improvement of speech recognition with
the presented noise reduction algorithm, the Aurora 2 database



together with a HMM ASR system has been chosen and the
used training mode was multi-condition training on noisy data.
The feature vector consists of 39 parameters: 13 mel frequency
cepstral coefficients plus delta and acceleration calculations.

Set A Set B Set C
without noise reduction 87.81 86.27 83.77

SS 88.51 87.57 85.56
LSA 90.90 89.60 88.35

OM-LSA 90.93 89.48 88.92

Table 2: Comparisons of word correctness (%) of the three
noise reduction algorithms (SS, LSA, and OM-LSA) and the un-
processed signal based on the Aurora 2 database.

4. Conclusions
In this paper we have presented a robust noise estimator for
non-stationary noise environments. This robust noise estima-
tor has been combined with three different speech estimators,
spectral substraction, log-spectral-amplitude estimator, and op-
timally modified log-spectral-amplitude estimator, to give three
different speech enhancement algorithms. The performances of
the all presented speech enhancement algorithms has been eval-
uated on the basis of SNR-improvements and speech recog-
nition rates. In both cases, SNR-improvements and speech
recognition rates, an improvement can be stated for the three
speech enhancement algorithms. The OM-LSA algorithm per-
forms best in respect to the SNR-improvement, whereas for
the speech recognition accuracy the LSA and the OM-LSA al-
gorithms show almost similar recognition rates. The absolute
improvement is about 4 per cent with multiconditional training.
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