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ABSTRACT

An extension of single-view scalable video coding to multi-
view is presented in this paper. Scalable video coding is re-
cently developed in the Joint Video Team of ISO/IEC MPEG
and ITU-T VCEG named Joint Scalable Video Model. The
model includes temporal, spatial and quality scalability en-
hancing a H.264/AVC base layer. To remove redundancy be-
tween views a hierarchical decomposition in a similar way
to the temporal direction is applied. The codec is based on
this technology and supports open-loop as well as closed-loop
controlled encoding.

The advantage of this approach lies in its compatibility to
the state of the art single-view video codec H.264/AVC and
its simple decomposition structure. Encoding a base view
using H.264/AVC syntax, any standard single-view decoder
is able to decode the data. The hierarchical decomposition
structure allows efficient access to all views and frames in-
side a view. This is especially important for video-based-
rendering and multi-view displays, which have different re-
quirements. The chosen decomposition structure also sup-
ports parallel processing.

Gain in objective as well as subjective quality was achieved
for some test sequences using a single layer. The results were
compared to JSVM 5.1 (simulcast).

Index Terms— multi-view video, video coding, source
coding

1. INTRODUCTION

Applications like ’free viewpoint video’ or ’3-D TV’ provide
a more vivid representation of dynamic scenes and enable
new kind of interactivity. The user can navigate within the
scene or the viewpoint can be changed which might be neces-
sary to fulfill display requirements, e.g. multi-view displays
[1], [2].

A 3-D scene can be represented by a geometric model,
texture information and light conditions. To reach photore-
alistic quality very complex models are needed, especially
for dynamic surfaces like clothes, hair etc. Even for well de-
fined surfaces, the acquisition of geometric information might

be problematic. Besides the model based approach, a 3-D
scene is described by its distribution of light, the so called
light field [3], which uses an approximation of the plenoptic
function [4]. Light fields can easily be captured by record-
ing the scene with several cameras from different positions.
Given such a set of 2-D pictures different views can be gen-
erated by image based rendering (IBR) [5], [6]. Due to the
huge amount of data, compression is crucial to handle light
fields [7]. An overview of existing light field compression
schemes can be found in [8] and [9].

Multi-view video (MVV) is synchronously captured by
multiple cameras, which share more or less information de-
pending on the setup and the content of the scene. Compared
to light fields the baseline, i.e., the distance between cameras
is rather small. The data rate scales with the number of cam-
eras and can easily be reduced by independent coding for each
camera using standard video codecs (simulcast).

The major drawback of simulcast is, that the correlation
between the views is not utilised. From intuition it follows,
that this redundancy can be reduced by analysing the corre-
lation among views and predictive coding, which is similar
to motion compensated coding, where a temporal displace-
ment is estimated for prediction of the next frame. Different
approaches have been investigated on multi-view image and
video coding (MVC), e.g. [10] and [11] .

To explore the need for standardisation MPEG established
an ad-hoc group (MPEG 3DAV) and issued a call for evi-
dence, which identified further demand besides the existing
MPEG-2 multi view profile. The coding scheme described in
this paper is the response of TUB to a call for proposals issued
by MPEG-3DAV [12] with some improvements regarding the
decomposition along temporal direction.

The remainder of this paper is organised as follows. Sec-
tion 2 describes the architecture of the proposed multi-view
video codec and gives an overview of the used technology.
In Section 3 the decomposition structure of the codec is ex-
plained in detail. Section 4 gives the number of reconstruc-
tions, which are required to decode one frame, for the worst
case scenario. In Section 5, experimental results are com-
pared to JSVM 5.1 (simulcast). Finally, Section 6 follows up



with conclusions.

2. ARCHITECTURE OF THE CODEC

The proposed multi-view codec (MVC) is constructed of five
main building blocks, as seen in Figure 1. The chosen design
is similar to the recently proposed scalable video model [13].
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Fig. 1. System overview of presented multi-view video codec.

The multi-view input frames are stored in a predefined
buffer. The size of the buffer is specified by the length of the
GOP and the number of views. When the buffer is filled, the
views are decomposed using disparity compensated filtering,
similar to motion compensated temporal filtering (MCTF).
This is performed for the first frames of the current group
of pictures (GOP) and the first frame of the following GOP,
due to an Open-GOP scheme in temporal direction. The re-
maining frames are decomposed in temporal direction. This
leaves one I frame and several P and B frames, which are
transformed, quantised, entropy coded and written in a given
order to a bit stream.

Due to its relation to the scalable video model, spatial
scalability is also supported. The MVC can be run in an open-
loop fashion, as well as, in a closed-loop fashion. Further-
more, the open-loop model supports fine granular scalability
(FGS) as specified in the SVM 3.0 [13]. The rate-constrained
displacement estimation for compensation and predictive cod-
ing uses the fast motion search algorithm of the SVM 3.0 soft-
ware.

3. DECOMPOSITION STRUCTURE FOR CODING

This design of the codec focuses on the decomposition struc-
ture. For different requirements, miscellaneous structures and
schemes are possible. In this case, view scalability and effi-
cient decoding, in terms of a small number reconstruction to
access any frame inside the structure, are the desired require-
ments. This section gives a detailed description of the chosen
mechanism.

Usually, temporal correlation is much higher than corre-
lation inbetween views. Therefore, the views are only further
decomposed at I frames of the temporal decomposition. Us-
ing the motion compensated lifting framework, also known as
motion compensated temporal filtering (MCTF), the energy

is concentrated in one low-pass frame, as seen in Figure 2 for
single view coding. B1 depicts the first temporal decomposi-
tion level. The figure shows the decomposition for an open-
loop model. If a closed-loop model is used the decomposition
starts at the highest level, as the reconstruction is required for
the prediction. The quantisation parameter for each frame is
calculated as specified in the scalable video model [13].

For multi-view video, the idea of the single view scheme
of Figure 2 is adapted. Figure 3 shows an example for four
views and eight frames in a GOPNGOP = 8. View decompo-
sition is only applied to the low-pass frames of each view. As
an Open-GOP cannot be applied, the views are decomposed
using a different prediction scheme, which is explained in the
following.
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Fig. 2. Temporal decomposition for a single-view for the
open-loop case.
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Fig. 3. Multi-view decomposition structure for the presented
codec.
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Fig. 4. Prediction scheme for the decomposition of five views.

The position of the I frame depends on the number of
views NV iews. This can be calculated using the following
equation.

IPos =
M∑
i=0

p(i)

with

p(i) =

 0 if i = 0
0 if i is odd
2i−1 if i is even

M = dlog2(NV iews)e

Depending on the position of the I frame, the prediction
scheme is determined. For five views the position of the I
frame is at frame two, if the first frame starts with zero, as
illustrated in Figure 4. This means, the I frame is shifted fur-
ther into the center and the energy is more equally distributed
over the decomposed frames.

The decomposed frames are transformed, quantised and
entropy coded. For the entropy coding, context adaptive bi-
nary arithmetic coding is applied, as specified in H.264/AVC
[14]. The coded frames are written in a given order to the bit
stream. The order is determined by the decomposition level,
starting with the I frame and follows up with the P and B
frames of the highest view level, and so on. The temporal de-
composed frames are added to the bit stream in a hierarchical
order, shown in Figure 5.
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Fig. 5. Bit stream for five views andNGOP = 8.

4. DECODING OF A PARTICULAR FRAME

To access any frame in any view, the maximal required num-
ber of reconstruction steps depends on the number of views
NV iews and the number of frames in a GOPNGOP .

NRec = NRec.V iew + NRec.Temp.

NRec.V iew =

 M if NV iews <= 3
42M

M + 1 if NV iews > 3
42M

NRec.Temp. = dlog2(NGOP )e

5. EXPERIMENTAL RESULTS

Experiments have been carried out for two multi-view se-
quences using 8 cameras, which have been provided from
KDDI and MERL for the Call for Proposal at MPEG on multi-
view video coding. The spatial resolution of both sequences
used in the experiments is 640x480. 320 and 240 frames, re-
spectively, have been encoded for the experiments. For com-
parison, the views have been encoded independently using
state of the art JSVM 5.1 (simulcast). The size of GOP has
been chosen in all experiments to be 16.

JSVM MVC
View Rate PSNR Rate PSNR

0 227.5 33.0 200.0 33.9
1 217.3 33.4 200.0 33.8
2 218.4 33.1 200.0 34.3
3 212.4 33.5 200.0 33.5
4 179.6 34.4 200.0 34.3
5 177.2 34.6 200.0 34.3
6 230.0 32.8 200.0 33.5
7 214.4 33.3 200.0 34.1

Avg. 209.6 33.5 200.0 34.0

Table 1. Sequence Race1 320 frames encoded using JSVM
and the presented MVC (PSNR [dB], Rate[kbit/s]).

The presented MVC is compared against JSVM 5.1 (simul-
cast). For MVC and JSVM a search range of 96 pels for mo-
tion estimation, FRExt, Loop Filter and CABAC have been
used in all experiments. For disparity estimation, the search
range was set to 96 pels as well. The closed-loop model is
applied for the experiments. The chosen sequences have dif-
ferent characteristics. Sequence ’Race1’ contains a lot of mo-
tion, due to a camera pan from left to right. The cameras
are arranged in a linear setup. Sequence ’Ballroom’ does not
contain any camera movement. Instead it contains motion of
some dancers and strong reflections on the floor. The cameras
are also linearly aligned.

Some gain in quality, up to 0.5 dB, was achieved for both
sequences, as tabulated in Table 1 and shown in Figure 6
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Fig. 6. PSNR comparison of JSVM (simulcast) to the pro-
posed MVC for sequence Ballroom (240 frames).
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Fig. 7. PSNR comparison of JSVM (simulcast) to the pro-
posed MVC for sequence Race1.

and 7. Subjective tests were also showing improvement com-
pared to JSVM.

6. CONCLUSIONS

In this paper a new multi-view video codec is proposed based
on the scalable video model SVM 3.0. It extents the idea of
hierarchical decomposition from single-view video to multi-
view video, giving full view and temporal scalability. The
codec can be run in an open-loop fashion or closed-loop fash-
ion, whereas the open-loop model supports quality scalability.

First experiments using a single-layer, with no spatial scal-
ability and quality scalability, show some gain in subjective
and objective quality for certain sequences compared to the
state of the art codec JSVM 5.1. Future work will concentrate
on inter-view prediction to further improve coding efficiency.
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