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Abstract 2. Genre Analysis

In this paper we describe in detail the recent In the European Union 98% of all households
publications related to video-genre-classificatiand regularly watch TV or enjoy videos in theorld wide
present our improved approaches for classifyingggid weh Among others, popular genres are cartoon,
sequences in real-time as ‘cartoon’, ‘commercial’, commercial, music video, news and sport. In order t
‘music’, ‘news’ or ‘sport’ by analyzing the content reliably detect these genres without manual indgxin
with  high-level audio-visual descriptors and research has focused on two different approactes,
classification methods. Such applications have also categoryQ,={c, c} and multi-categorn2.={C1, ... ,Gn}
been discussed in the context of MPEG-7 [1]. The detection by applying various descriptors and
results demonstrate identification rates of moranth  classification methods like neural networks, bayes,
90% based on a large representative collection@J 1 decision trees, hidden markov models and support

videos gathered from free digital TV and Internet. vector machines.
1. Introduction 3. Cartoons
The great challenge in the field of multimedia et The characteristics of cartoons primarily originate

analysis is the transformation of human interprestet from the method of production. Specific techniques
of audio-visual data to the respective machine using drawn pictures or computer generated images
processable representation. The difference betweerdetermine the aesthetics and enable humans to
these two spheres is the so called ‘semantic gap’.differentiate between natural images and cartoons.
Bridging this gap will open up a wide field of new

applications. One possible application is the aunte 3.1. Related Work

selection in TV and world wide web according toruse

specific profiles, e.g. genres like cartoon, conuiay To detect cartoons, [6] introduce a qualitative
music, news and sport. Humans perceive genres agartoon/non-cartoon spectrum ranging from videos
patterns of audio-visual sequences describing with ‘strong’ cartoon aesthetics to videos withthese
dimensions like narration, aesthetics etc. Ouraete  characteristics (real life) according to Table 1.

focuses therefore on descriptors and classification

methods used for describing these patterns aceptdin Table 1. Publications related to cartoon detection
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Figure 1. Flowchart of descriptors and classifiers



The aesthetic of cartoons is characterized by gtron ~ Audio-Descriptors.  Mel Frequency Cepstrum
colors, patches of uniform color, strong black edge Coefficients (MFCC) were used in two-category [3]
and motion. Based on these features the followingand multi-category experiments [28], [29].
descriptors have been developed (Table 1) to wamsf
the audio-visual data into feature vectors: 3.2. Our improved Approach

Brightness-Descriptor: In [3] a descriptor-family
is presented, extracting the average brightfiggs the
percentage of pixels with brightness values excegdi
threshold fzr, and brightness changesreq Of
consecutive frames. [5] analyzir, for captured
frames and [30] in the context of multi-category
detection for consecutive frames.

Color Saturation-Descriptor: According to the
descriptor-family mentioned above, a further family
was implemented in [3], extracting the average
saturation valuedsa,g [5], threshold fsr, [30] and
changéfseeq0f consecutive frames.

Color Distribution-Descriptor: [5] exploit the
appearance of few colors in cartoons to define a

To distinguish between ‘cartoon’ and ‘non-cartoon’
videos we analyzed the performance of several
combinations of our new developed descriptors and
classification methods. The best result was acHidye
two HMM's and five visual descriptors: Color Nuance
fen [3], Color Countfee, Logo Recognitiorf g, Logo
Detectionf,,qp and Dominant Coloixc (Fig. 2).

descriptor employing color frequencies from U T AL PUmTaTRTe e W
histograms. [30] consider the same descriptor & th - e
multi-category case. T fioan] || ** VT R

Patches of uniform Color-Descriptor: Objects in |
‘traditional’ cartoons are perceived as regionsarhe ;
color. Two methods analyze this feature:

a) Color Nuance Descriptor [3]: This descriptor | “ |
determines the mean color distance between a ikl
its adjacent 8 pixels. The average distance oWemae
is the output of the Color Nuance Descrigftqy.

b) Multi-Scale Pattern Spectrum [5]: Concepts of
granulometry are applied for determining the size
distribution of objects in an image without expligi
segmenting each object first. Image objects awgdde
as particles whose sizes can be established bygsift
them through sieves of increasing mesh width and
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collecting what remains in the sieve after eachspas Figure 2. Results (pdf) of selected descriptors

Due to large patches of uniform color in cartoons,

differences between cartoons and natural imagésein The results (classification accuracy CA) of the
corresponding pattern spectrums are expected. tested classification methods within a decisiondein

Edge-Descriptor: In [3] the Canny and in [5] the Of Tw=20 sec are presented in Table 2.
Sobel descriptor were implemented for edge detectio

Motion Activity-Descriptor: In [3] and [6] the Table 2. Cartoon detection with different classgie

motion is measured by a pixel-wise color difference Methods CA

consecutive frames to create maps emphasizing areas HMM 95,6%

of high and low motion. Additionally [6] analyzeeth Decision Tree 90,3%

derivative of this difference signal. The same desd Bayes 88.4%

were used for the multi-category case in [28] &2@l.[ MLP 77.4%

It is more efficient to compute the Motion Activity

from the MPEG motion vectors mentioned in [3]. The CA of 95.6% was achieved by a method, using

Shot Transition-Descriptor: In [30] the average two HMM models, to get a relative probability (RBy.
shot length and the transition type were used as aOne model®c,z Was designed for the genre cartoon
discriminatory feature to classify cartoons. and the othe®cxg for non-cartoon.



The models consist of 2 hidden and 6 visible states
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Figure 3. Structure of the cartoon classifier

The 6 visible states {y v»... vg} were individually
defined by specific combinations and thresholdghef
selected descriptorsct, fon, foc, fLoeo andfiocr}-

4. Commercials

Television commercials appear in different forms
like spots, exclusive position and sponsoring. dp t
present,
commercial blocks consisting of several spots.

4.1. Related Work

The content of commercial spots is very diverse.
Therefore researchers focus on
station-logo and high cut rate according to Table 3

Table 3: Publications related to commercial debecti

Audio-
features

Publ. Patabase & Video-features Classification
Cliplength

Results
Genres ™

CA=98%
(255s)

5% 20 Clips

Separating Block, Static Area (Logo ,
a2 min

[71 COM,coMm Detection), Hard Cut Decision Tree

Silence
Detection

8] COM,com / Black Frames, Hard Cut Rate / Pure Descriptor
Proposals

9] COM,com ec:“gsha Logo Detection, Shot Length i HMM CA>99%

Prec = 100%
Recall = 87%
(905s;

Prec = 76%
Threshold Recall = 66%

Silence
Detection

10Clips &
10-30 min

[10] COM, cOM Black Frame Detection Threshold

Silence
Detection

10Clips &

1030 min Black Frame Detection

[11] COM, COM

CA=98%
(20s)

5% 20 Clips
a3min

our
result

COM, COM Logo Detection, Hard Cut (Freq.) 1 HMM

Separating Blocks: [7], [8], [10] and [11] have
identified separating blocks, consisting of darknies
between consecutive spots with different methoti3] [
and [11] additionally considered silence as an
important audio information during separating bkck

Absent TV-Station Logos: In [7] the absence of
TV-station logos during commercial blocks is
identified as a characteristic feature. The statiea
descriptor was developed to detect absent logadl in
four corners of a frame.

publications have focused on detecting

more general
characteristics like separating frames, absence of

High Cut Rate: Many commercial spots have a
high cut rate with the intention to maximize thesual
impact on the consumer. [7] and [11] use this featu
and applied corresponding descriptors.

Commercials have also been classified within the
multi-category classification [28], [29] and [30ly b
using the descriptors presented already in se@&itn
Employing more complex features, [32] have used a
text and face descriptor to detect combinations
prevalent in commercials and three other genres.

4.2, Our improved Approach

To distinguish between ‘commercial’ and ‘non-
commercial’ we analyzed the performance of several
combinations of our new descriptors and classificat
methods. The best result Table 4 was achieved by tw
HMM’s and two visual descriptors: Logo Detection
fLoep, Which extracts the information of logo
occurrence and separating blocks simultaneously and
Hard Cut Frequency descriptgreo(Fig. 4).
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Figure 4. Results (pdf) of selected descriptors

The CA of 98.4% was achieved with two HMM'’s
(Fig.5): one model®coy for ‘commercial’ and the
other®¢gy for ‘non-commercial’.

Table 4. Commercial detection with different cléiess

Methods CA
HMM 98,4%
Decision tree 98,2%
Bayes 96,1%
MLP 96,1%
SVM 96,1%

The models consist of 2 hidden and 3 visible states
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Figure 5. Structure of the commercial classifier
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5. Music Videos

Considering the wide spectrum of the music genre,
TV and internet are dominated by entertainment causi
The most characteristic features of music videdg re
on the audio level, as the video content is veveidie.

5.1. Related Work

The main approaches tackle the intra-genre music

classification problem using MFCC in [12], [14],91
[33] and MPEG-7 audio descriptors [2] and [16]
according to Table 5.

Table 5. Publications related to intra-music cléssiion

Nr. of Database & Results
Publ. deo-f dio- ¢
Ul Genres  CEMES Ciiplength (Toeisin)
MFCC, Spec. Centroid, Spec.
12 10 V;:gf‘éx::': 10xalgg S‘"s / Rolloff, Spec. Flux, ZCR, Lov  SVM  CA=67-83%
Energy, DWCH
Various Music 6 Clips _
13] 6 Sub-Gernes. alh ! Zipf Feature, TC, FC, TSC SVM, MLP CA=71%
Classic, Jazz, 4x 25 Clips Beat Spectrum, LCP, ZCR, _
a4 Pop, Rock & 2.000 frames ! Spectrum Power, MEcC S CA=93%
sy 4 Classic Pop. 4x50Clips / MFCC, LPC, Delta, Acc HMMs CA=89%
Country, Jazz  a30s
Music, Speech, silence Ratio, Spectral _
(26l Noise, Others 107 C1iPS ! Centroid, Harmonicity, Pitch DeCiSion Tree  CA=75-89%
Brightness (Avg.), _
our mus,Mus  X20CIPS “siaiable Color,  Audio Spectrum Spread  Decision Tree A~ 96%
result a3 min (209)

Logo Detector

The inter-genre detection, described in [28], [29]
and [30] uses the same descriptors.

5.2. Our improved Approach

In contrast to the intra-genre classification, mierest
focuses on ‘music video’ detection. We use the Audi
Spectrumfasp [2] descriptor on the audio-level as well
as the video descriptors Brightnefgyvg, Scalable
Color fs¢ [1] and Logo Detectioffi ogp 0N video-level

(Fig. 6).

Figure 6. Results (pdf) of selected descriptors

The CAs’ of the classifiers are presented in T&ble

Table 6. Music video detection with different clifisss

Method CA
Decision Tree 95,5%
HMM 87,3%
SVM 85,7%
Bayes 82,7%
MLP 79,0%

The CA of 95.5% was achieved by a decision tree
(ID3) with parameters derived from the pdfs (Fiy. 7

false
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98% Non-
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Figure 7. Structure of the music video classifier
6. News

Among news and information broadcasts,
publications have focused on detection of newscasts

6.1. Related Work

Within the scope of inter-genre classification,
experiments have been primarily set up for the imult
category detection. The descriptors applied in ,[28]
[29], [30] and [32] have been already explained in
sections 3.1 and 4.1.

Anchor shots have a key role in news; therefore
their detection is a relevant task for news cléssibn
(Table 7). Experimental setups [17]-[21] have faxls
on anchor shot detection within news shows, butehav
not been considered in order to separate news from
non-news.

Table 7. Publications related to news detection

I
Publ.  Genres ~ Database& Video-features Audio-features  Classification o>
Cliplength (Toecision)
., Face Detector, Text Detection,
7 VarousStory 8 Clipsa iy Background Color, | lence: Speech. - HMM, CA=98%
Categories 30 min Music, Noise Bayes Net
Settings Color
Various Shot 200 Clips N Frame Energy, ZCR, _
[18] Categories 26090 s Caption, Color, Motion SVM CA=92%
X Pitch Jump, i
[19] Various Shul gls Clips Anchor Face, Stétlon Logos, Significant Pause, Maximum CA=91%
Categories a30 min Caption Titles Entropy
Speech Segments
Various Shot 14 Clips Prec = 98%
[20] Categories 20 min Shot Boundary Detection ! Fuzzy Recall = 96%
5 Shot- 75 min of (,:',ﬂ De,‘ECtLD"‘ Ffic'al Region, Success Rate
2 Categories 468 Shots Region, T Rule >75%
o Matching, Lip Movement, OCR
LEF, HiZCR
. . . =92%
o vews NEws X220 CWPS | 0o Detector, Marquee  Spectrum Spread  Decision Tree  OA.- 92%
result a3 min Modulation (205)




6.2. Our improved Approach

To distinguish between the ‘news’ and ‘non-news’

videos we analyzed again the performance of several

combinations of our new developed descriptors and
classification methods. The preferred descriptoes a
shown in Fig. 8: Logo Detectidipogp, Marqueefyara,
Audio Low Energyfer, Audio High Zero Crossing
Ratefzcr and Audio Spectrum Modulatidgyop.
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Figure 8. Results (pdf) of selected descriptors

Whereas the main research [17]-[21] focus on intra-

genre news detection using shot segmentation; our e

approach tackles the inter-genre classificatiorblarm.
The classification accuracies are presented ineT@bl

Table 8. News detection with different classifiers

Method CA
Decision Tree 91,9%
Bayes 86,7%
MLP 86,0%
HMM 70,0%

The best CA of 91.9% was achieved by a decision
tree (ID3) with parameters derived from the pdfs.

fSPEG

Figure 9. Structure of the news classifier

7. Sports

Sport is a very diverse domain, containing sub-
genres like basketball, football, motor sports, ceoc
and tennis e.g. For this reason one approach timies
differentiate between different sports types witktie
sport domain, whereas a second approach classifies
sport as part of the multi-category-problem. Thdtimu
category problem can be reduced to sport/non-sport
detection [22]-[26] by using the features: motion,
dominant color, field-lines and shot length accogdio
Table 9.

Table 9. Publications related to sport detection

Database & e .y o Results
Publ.  Genres Cilongt (Toccson)
[y Fieldsport 100h Hard Cut, Close Up, Crowd Image, ~ Speech Band swm Max. ERR =
Scoreboard, Motion Activiy, Field Lines Audio Activity 97% (255)
SOC:Play-,  20Clips  Color (Field Area, Horizontal Variance, _
123] g rcalDetekiion &2-10min  Vertical Variance), Motion Intensity / HMMs Hierarchy  CA = 83%
SOC: COM, Play
[24)  Break- 7-46min  Dominant C""’"s‘ae"v‘:s(e'ee”)' Camerd gpeech, Music Rules CA=94%
Detection
Speech,
’ 8Clps,  Shot length, Dominant Color, Relative ~Applause, Ball .
[25]  TEN-Syntax o et positon D e HMMs Hierarchy  CA=86%
Music
HOC, SWIM, 37 Cues (e.g. Players, Ball, Face, _
TRAvAG,  6LShors o oo, ate) / Tree (C4.5), 5HMMs  CA=83%
Mation Activity (Intensity, Acceleration), -
o gpo,spo X 20Clibs StaticArea, Color (Sportfield), / Bayes CA=95%
result asmin (205)

Spectator, Logo-Detector
BASE = Baseball, BASK = Basketball, CYCL = Cycling, FOOT = American Football, ICEH = Icehockey, SOCC = Soccer ,
SWIM = Swimming TENN = Tennis, VOLL = Volleyball, YACH = Sailing, EVEN = Events, SPO = Sport,

NEWS = News, MOV = Film, COM = Commercial, MUS = Music video

7.1. Our improved Approach

To distinguish between ‘sport’ and ‘non-sport’

videos we used the following descriptors: Spectator

Sportfield fsg,
Recognition f ogr,

Static Area fSTATA!
Motion  Activity

Logo

fua and

Acceleration fioracc.

fSFicId

Spectator

Figure 10. Results (pdf) of selected descriptors



The here applied descriptors have been described in
the respective five two-categofdy={c, c} cases.

9.1. Our improved Approach

The decisions of our five two-category detectoes ar
0 10 20 30 40 5 6 70 8 9 100 0 10 20 30 40 5 6 70 8 9 100 Comblned by dlﬁerent |eve|s [34]’ dlverse Strueﬂ,ll’

Stotace and several rules (Table 12).

Table 12. Multi-Genre detection in different comdtions

Non-SPO
Structure Level Rule/ M ethod CA

paralle opinion bayes 88.4%
parallel opinion decision tree 82%
parallel abstract weight. voting 82.3%
Figure 10. Results of selected descriptors (cont.) parallel opinion product 88.3%
parallel opinion sum 74.8%
The classification accuracies of the analyzed serial abs. + opinion sum 80.8%

methods are presented in Table 10. serial abstract rejection class ~ ERR=4.8%

Table 10. Sport detection with different class#ier We achieved the best result for multi-genre

Method CA deFectlon Wlth. a parallel ;tructure, in opinion dev
using a Bayesian post-classifier.

Bayes 95,2%

Decision Tree 93,5% ]
MLP 72,9% 9. Experiments
SVM 79,8%

The experiments were carried out on a

We achieved the best results using the Bayes’'representative database of 100 mpeg-2 video segsienc

Theorem according to Fig. 10. The a priori in total of 300 min of recordings; 20 sequences per

probabilities were assumed as 1/5 for ‘sport’ afidl 4 genre gathered from popular TV broadcasting in
for ‘non-sport’. Europe and Internet. The different test-sets (5kwi

sequences) for the following experiments has been

Likelihoods Ba-‘e;(’;;‘e"'e‘;(x ™) Cost Mairlx chosen randomly. Our goal was to get a result withi
« P(@);  p(x|a) L Pl |X) = p(lz) L Aay @) Aa,|ad) decision window Oﬂ—szo sec.
= P@) plxla) p(am):ﬂlg“& Maylw) Aa,]w)
I 1 9.1. Experimental results
arg mex P(« | x) argmin R(a; |X)
Figure 11. Structure of the sport classifier The results demonstrate high identification rates o
more than 90% for each genre (Table 13 — Table 18).
8. M ulti-Genre Table 13. Confusion matrix for cartoon classifier
) . L true/ pred Non-Cartoon Cartoon Recall
Researchers have applied various classification cartoon 17 46 73%
methods in their multi-genre approaches. A reviéw o| Commercial 84 0 100%
some publications is shown in Table 11. Music 71 0 100%
News 107 1 99,1%
L . . Sport 84 0 100%
Table 11. Publications related to multi-genre dégec Precison 95.3% 97.9% CA=%.6%
P Goves oo g o a custcarn G2 Table 14. Confusion matrix of the commercial cifissi
B s CMEOWWS man o salecwrcumioet co o oaom . .
oo p— true/ pred Non-Commercial | Commercial Recall
28] 5 NEW. SPO 25 min Motion Activity MFCC GMM (205) Car tOOn 90 0 1 00%
9 3 cARNeEwspo 9IS Moton (Camera, Object) / oMM i Commercial 5 79 94%
s OmCOums LDXET Comeawoun v, | Teelcas S, Music 70 1 98,6%
e e, st oubascon oo o T News 115 1 99,1%
1311 SPO1, SPO2 aamin  Object, Energy), Logo Recognition ‘;‘I’::Cc: r""m“;f“) ! Performance Sport 84 0 100%
n 5 e em e carean 1 oo ooy Precision 98,6% 97,5% CA =984%




Table 15. Confusion matrix of the music video dleess

true/ pred Non-Music Music Recall
Cartoon 65 0 100%
Commercial 84 0 100%
Music 15 81 84,4%
News 111 5 95,7%
Sport 84 0 100%
Precision 95,8% 94,2% CA =955%

Table 16. Confusion matrix of the news classifier

true/ pred Non-News News Recall
Cartoon 86 8 91,5%
Commercial 83 1 98,8%
Music 90 6 93,8%
News 23 93 80,2%
Sport 81 0 100%
Precision 93,7% 86,1% CA =91,9%

Table 17. Confusion matrix of the sport classifier

true/ pred Non-Sport Sport Recall
Cartoon 69 1 98,6%
Commercial 41 0 100%
Music 79 0 100%
News 111 3 97,4%
Sport 15 76 83,5%
Precision 95,2% 95% CA =952%

Table 18. Confusion matrix of the multi genre cifiess

true/pred CAR CoM MUS NEW SPO Recall
CAR 136 0 1 14 3 88,3%
COM 0 158 0 2 3 96,9%
MUS 13 2 136 0 16 81,4%
NEW 20 5 5 234 11 85,1%
SPO 8 1 1 4 164 92,1%
Precis. 76,8% 95,2% 95,1% 92,1% 83,3% CA 88,4%

With our current non-optimized software system we
achieved on an AMD Athlon XP1600+, 1.41 GHz a
run-time performance of approximately 1 min for

classification for 1 min of video.

10. Summary & Conclusion
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