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ABSTRACT

In the process of music content creation, a wide range of typical
audio effects such as reverberation, equalization or dynamic com-
pression are very commonly used. Despite the fact that such effects
have a clear impact on the audio features, they are rarely taken into
account when building an automatic audio classifier. In this paper,
it is shown that the incorporation of prior knowledge of the digital
media creation chain can clearly improve the robustness of the audio
classifiers, which is demonstrated on a task of musical instrument
recognition. The proposed system is based on a robust feature selec-
tion strategy, on a novel use of the virtual support vector machines
technique and a specific equalization used to normalize the signals
to be classified. The robustness of the proposed system is experi-
mentally evidenced using a rather large and varied sound database.

Index Terms— Audio processing systems, Learning systems,
music processing

1. INTRODUCTION

Efficient audio classification systems should be able to exhibit some
robustness to sound deformations due to varying content creation
conditions. The latter include varying recording conditions, in par-
ticular heterogeneous room acoustics and sound capture techniques,
and/or the application of common audio effects (such as expan-
sion/compression, equalization, reverberation, etc.). Ideally, the
classifiers are expected to be invariant under such deformations in
the sense that their performance should not degrade when testing
real world sounds which were recorded in different acoustic envi-
ronments or processed by different audio effects, compared to the
reference training sounds available at the lab.

Thus, the purpose of this work is to make classifying real world
audio more efficient under highly varying audio creation processes,
by incorporating some prior knowledge on these processes, espe-
cially the recording and post-production. To the best of our knowl-
edge, our approach is completely novel. There have been a very few
works on the robustness of some features used for musical signals
classification to various deformations, especially “aggressive” ones
which seriously alter the audio content, such as low bitrate mp3 cod-
ing, or noise addition [1, 2, 3]. However, there has been no previous
concern with the influence of post-production audio effects on the
classifiers behavior, nor any attempts to make use of this kind of
prior knowledge to improve the classification. Note that this is sig-
nificantly different from the classification of noisy signals, as widely
studied in the speech/speaker recognition community [4].
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We treat examplarily a realistic musical instrument classification
scenario, where solo excerpts from real world commercial record-
ings are handled. It is important to note that our aim here is not to
propose a high accuracy instrument recognition system, in marked
contrast to other proposals [5, 6]. Rather, we focus on the approach
to prior knowledge integration for robust audio classification, and
merely apply it to the instrument classification problem

Figure 1 presents an overview of our approach. Our contribu-
tions are related to three classification stages, highlighted in light
gray color. First, at the feature selection stage, a robust feature se-
lection strategy, initially presented in a previous work [3] is re-used
and further assessed. Second, at the classifier training stage, we in-
troduce a novel use of the virtual Support Vector Machines approach
[7]. Third, at the testing stage, a specific equalization is utilized to
normalize the signals to be classified.

: Virtual SVM
*| Train Learning

Jd o

Robust Feat. Sel.

Effects
to be
Incorporated

Robust SVM classifiers

: Signal Norm.
Instruments recognised

2. Testing phase :

Robust
Feat. Extract.

Classification

Fig. 1. System overview

This architecture results from extensive experimental work. In a
preliminary phase (not described here) a wide range of audio defor-
mations was considered and Support Vector Machine (SVM) clas-
sification experiments were undertaken on all sound versions (orig-
inals and deformed) which were used successively for training and
testing. This allowed us to study how the application of the audio de-
formations influence both the learning process and decision making.
In this paper, we show how we use the prior knowledge acquired
during these preliminary experiments to implement a more robust
classification system.

Following a brief description of the audio deformations consid-
ered and the feature extraction process in Sections 2.1 and 2.2, we
recall the robust feature selection strategy in Section 2.3 before we
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introduce the use of the virtual support vector machines in Section 3.
We proceed to the experimental validation in Section 4 and suggest
some conclusions.

2. ACOUSTIC FRONT-END

2.1. Audio effects considered

Efforts have been dedicated to establish an inventory of audio effects
commonly used in the audio creation process. It is worth noting that
the application of some of these effects, typically reverberation, can
be viewed as a way of simulating recording conditions whose pa-
rameters are in fact not directly available. With the help of an audio
engineer, a subset of inescapable audio effects, both in the studio
and live recording situations, have been chosen. The parameteriza-
tion of the chosen effects have been made in such a way that the
deformations remain perceptible and realistic, i.e. without drasti-
cally changing the timbre of the instrument sounds in a manner that
would make them unrecognizable. The following three effects have
thus been selected.

- Reverberation (or reverb), which can be seen as a way of simu-
lating room acoustics, is probably one of the most utilized effects
in post-production. It is applied especially when the microphone is
placed close to the instrument or the voice that it is capturing. One
way of applying reverb to sounds is by convolving the signals with a
room impulse response. In our work, we have used the popular sox
software [8], with the default reverb configuration.

- Equalization consists in attenuating or amplifying some spectral
components of a sound, hence modifying its timbre. It is used by au-
dio engineers for the correction of some recording defects (typically
room and microphone defects, microphone misplacement, etc.), but
also for aesthetic reasons as part of the artistic processes of audio
mixing and mastering. We have implemented an equalizer in Matlab
after [9] and configured it by mimicking the presets which are com-
monly suggested by popular audio players. Among the various con-
figurations initially considered, we have retained a specific one that
was used as a reference to generate others by multiplying the refer-
ence gains in each frequency channel by a constant. The gain curves
of the equalizers which were obtained are depicted in Figure 2. The
equalizer £(Q2 serves as a normalization bloc in the testing phase as
shown in Figure 1. This will be further explained in Section 4.

- Compression is used to reduce the dynamic of recorded audio sig-
nals. Low energy signal portions are not modified while high energy
ones are attenuated. Typically, it allows the audio engineer to accen-
tuate the sustain parts of an instrument sound. We implemented our
compressor after [10] and set the compression ratio to 10, the attack
and release times respectively to 1ms and 1s, and the threshold to
0.5.

2.2. Feature extraction

We extract various audio features classicly used for our classification
task [11, 5]. They include spectral, cepstral, temporal and perceptual
features.

- The spectral features consist of the first four spectral statistical
moments, the spectral irregularity and Octave Band Signal Intensi-
ties [5], the spectral slope, decrease, variation and frequency roll-off
[11], as well as crest factors and MPEG-7 ASF (Audio Spectrum
Flatness) [12].

- The cepstral features include Mel Frequency Cepstral Coefficients
(MFCCs) and others computed with a Constant-Q Transform.

- The temporal features are the Zero Crossing Rates and temporal
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Fig. 2. Gain curves of the 4 equalizers used which will be referred
to as £Q1, £Q2, EQ3 and E(Q4 going from bottom to top in the
low frequency region.

statistical moments as well as amplitude modulation features.

- Finally, the perceptual features consist of the relative specific loud-
ness, sharpness and spread [11].

We thus get a total of 401 initial feature coefficients. All the features
are extracted using 32-ms length frames with a hop size of 16 ms,
except the AM features for which 960-ms length and 480-ms hopsize
are used.

2.3. Robust Feature Selection (RFSA)

The baseline automatic Feature Selection Algorithm (FSA) which
we use produces a ranking of the features based on a class separa-
bility criterion, i.e. a ratio of inter-class to intra-class separability
measures (see [3] for the details). The d = 30 top-ranked features
are then the ones which are selected. To make the FSA more robust,
we prepare deformed versions of the training database, one version
per considered deformation, and perform feature ranking over each
one of these databases, in addition to the ranking of the features over
the original training database. We thus obtain for each feature one
rank per database instance and compute its robust rank as the aver-
age of these. This approach, which we originally presented in [3],
has been further validated in this work (cf. Section 4) and will be
referred to as RFSA.

3. VIRTUAL AUDIO SVM (VASVM)

SVM classifiers have proven efficient for a wide range of classifica-
tion tasks and have become very popular in various research areas.
We refer the reader to one of the many good tutorials on this powerful
tool [13] and merely recall here the basic concepts which are referred
to in the sequel. In bi-class problems, the SVM algorithm searches
for the hyperplane w.x + b = 0 that separates the training samples
X1, ..., Xn which are assigned labels y1,...,yn (yi € {—1,1}) so
that

yi(xiw +b+ &) — 120,V 1
under the constraint that the distance H27H between the hyperplane

and the closest sample is maximal, £; being positive slack variables
used to account for outliers. Vectors for which the equality in (1)
holds are called support vectors. Since the data is not linearly sepa-
rable in the original feature space, a kernel function k(z, y) can be
used to map the d-dimensional input feature space into a higher di-
mension space where the two classes become linearly separable. A



test vector x is then classified with respect to the sign of the function
f(x) =>"" aiyik(si,x)+b, where s; are the support vectors, a;
are Lagrange multipliers, and n is the number of support vectors.
Hence, the solution only depends on these support vectors.

Now our purpose is to incorporate prior knowledge about in-
variances in the classifiers, which can be achieved using the so-
called Virtual SVMs. This technique was proposed by Decoste and
Schoélkopf and successfully applied to handwritten digits recognition
[7]. The idea is to perform learning in three steps:
1— classic SVM training is done on the set of training examples X/,
yielding a set of support vectors S = {si}1<i<n,;
2— virtual training examples are generated by applying desired
transformations to these support vectors, resulting in a set of new
training examples S; the transformations are chosen so as to reflect
some prior knowledge on the classification problem invariances;
3— another training is performed on the set S U S, yielding a new
classifier that incorporates the invariances related to the transforma-
tions applied in step 2.

Following the same ideas, we proceed as follows:
1— do SVM training on the original data X’;
2— mark the audio frames corresponding to the support vectors
found, apply the sound effects to them and extract the selected fea-
tures from the transformed audio frames, thus creating the set of
virtual training examples S;
3— re-train the SVMs using the original feature vectors X plus all
the virtual ones in S created using all the effects.

We will refer to this approach as VASVM. Let us now present the
experimental results which validate our classification strategy and
discuss them.

4. EXPERIMENTAL VALIDATION

4.1. Experimental conditions

Six instruments are considered, namely, the Bassoon, Oboe, Violin,
Cello, Guitar and Piano. Solo (unaccompanied) music was excerpted
from commercial recordings of each instrument. There is a complete
separation between sources from which the training excerpts were
extracted and those providing the testing excerpts, a source being a
music recording such that, either the recording studio, the artist or
the instrument instance differs from one source to another. This al-
lows us to assess the generalization capabilities of the classification
system and observe how by incorporating invariances at the train-
ing stage, we are able to better classify the testing sounds which
translate creation conditions that are significantly different from the
ones related to the training sounds, thanks to this separation between
sources. For each instrument class we use 22°54” of training data
and 19°36” of testing data (the test database will be referred to as
TDB). The number of training sources varies from 4 to 8 per instru-
ment' and we use from 5 to 6 other testing sources per instrument.
For the scoring, we use the average recognition accuracies over all
the instruments. In fact, we classify 356-ms length segments (20
frames over which we perform early temporal integration whereby
the mean of the corresponding 20 feature vectors is computed [6])
and compute the average accuracy over all these segments. Con-
sequently, the resulting 95% confidence intervals for the accuracies
that will be given are tight enough to allow us to consider 0.6% score
differences as statistically significant. All the signals are downsam-
pled at 32kHz and normalized to have zero mean and unit maximum

Irecall that collecting this type of data is very difficult hence one cannot
always have as many sources as one might desire
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absolute value. For our multi-class problem, a ”one vs one” strat-
egy is used as in [5]. Additionally, we exploit the Gaussian kernel

2
ke, y) = exp (-~ L4
i.e. parameter C' and kernel parameter o, by considering a grid of po-
tentially useful values and performing 5-fold cross validation (where
we use only the training data) to select the most appropriate ones.
Note that optimal parameters are sought after for each of the follow-
ing classification schemes that are tested.

In order to gain a deeper understanding of how the proposed en-
hancements act on the system performance, we have undertaken an
intensive analysis of both the behavior of the features and the struc-
ture of the SVM classifiers, after the application of the effects. For
the former, we have measured the feature statistics and performed vi-
sual analysis to compare 3D plots of original and transformed feature
subsets (possibly after performing Principal Component Analysis for
dimensionality reduction). For the latter, we have been concerned for
instance with the “stability” of the support vectors, i.e. whether sup-
port vectors in the solution trained over the original training database
remain support vectors when training is performed over transformed
training sounds. These efforts have helped us answer much of our
questioning as will be discussed hereafter.

). We tune the SVM hyper parameters,

4.2. Validation on the test set

All the effects described in Section 2.1 have been incorporated into
the system, except the compression which was found not to degrade
the performance of the reference system when applied to the test
sounds. This finding is actually predictable since most of the audio
features are hardly impacted by varying signal dynamics, in addition
to the fact that the baseline system standardizes all the features [5]
(zero mean and unit variance over the training database), hence this
system is already invariant under dynamic compression.

Table 1 shows the improvement achieved by our enhanced clas-
sification system compared with the baseline system. Each one of

[ System | Accuracy |
Reference system 753
RFSA 76.3
RFSA+VASVM 78.9
RFSA+VASVM+EQ2-Norm. 80.8

Table 1. Average accuracy in % correct over the test database TDB.
“EQ2-Norm.” refers to the process of applying the equalizer £Q2
to the test sounds.

our enhancements (highlighted blocs in Figure 1) brings a signifi-
cant accuracy gain. We obtain a 5% accuracy improvement using
the features selected by the robust FSA, the audio virtual SVM clas-
sifiers and the test sound pre-processing by the equalizer EQ». It is
important to note that in our experiments the VASVMSs have proven
to be even more efficient than the SVM classifiers trained over the
union of the original and all the transformed training databases (in-
cluding all sounds). This can be explained by the fact that the SVM
learning becomes more and more complex as the training database
gets larger and larger. By augmenting the original database by only
the virtual examples (which tend to stay around the original support
vectors) the learning algorithm seems to converge to a more opti-
mal solution. The other advantage of the approach is that one is not
obliged to apply the effects to all the training sounds as it suffices
to transform the original support vector frames. This may become
critical if one wishes to incorporate more and more effects.



4.3. Validation on an extended test set

To confirm that the system has incorporated the desired invariances,
we applied the considered effects to the test database TDB (recall
that it is distinct from the training database) and tested each one of
the 5 new test databases (one per effect) with our improved classifiers
(RFSA+VASVM). Table 2 sums up the results obtained.

Our strategy turns out to be effectively robust to audio effects.
While the performance of the reference system may seriously de-
grade on some of the transformed databases, especially TDB+EQ4,
the accuracy of our improved system remains always greater than the
reference system accuracy on TDB. Moreover, the mean accuracy of
our proposal over all the test databases is more than 3% greater than
the reference. Again both the robust FSA and virtual SVM training
appear to be advantageous, although a stronger contribution to the
improvement is brought by the VASVM approach.

| Test data [| Reference | RFSA | RFSA+VASVM |
TDB T 753 | 763 | 789 |
TDB + reverb 73.3 73.6 76.7
TDB + EQ4 70.6 71.2 75.9
TDB + EQs 73.8 75.0 78.3
TDB + EQ2 77.7 78.4 80.8
TDB + EQ1 78.1 78.7 80.6
| Mean | 748 | 755 | 78.5 |

Table 2. Average accuracy in % correct over the TDB and its 5
versions transformed with the audio effects considered, using the
same improved classifiers RESA+VASVM.

Also of note is the fact that the scores over the test sounds trans-
formed by £Q and E Q2 are always greater than the ones measured
over the remaining databases. This observation has motivated us to
systematically pre-process the test signals by £Q2 in our final sys-
tem. It is worth mentioning that the benefits of this pre-processing
stage have been further validated on a third completely different
database (distinct from the training and the testing databases pre-
sented here) as we observed again a greater performance after £Q2-
normalization, compared to no pre-processing of the sounds to be
classified. From the gain curves presented in Figure 2 it can be seen
that the equalizers £Q1 and FQ2 tend to emphasize the spectral
components between 150 and 1500 Hz where most of the first par-
tials of music notes occur, on average over many excerpts. It is dif-
ficult to interpret why this would be beneficial to the classification
performance. Yet, through our analysis we have been able to work
out that the application of EQ2 and E Q) tend to decrease the fea-
tures intra-class variance, in contrast to other effects, hence making
the features more stable.

Another interesting question is: how should one choose the ef-
fects to be incorporated? We suggest applying the candidate ones to
the testing database to check whether a reference classifier perfor-
mance degrades on the transformed sounds. If no accuracy degra-
dation is observed (as it was the case with the compression in our
study) there is obviously no need to incorporate those effects. The
more important question is how to choose the selected effects pa-
rameters? We have been able to verify that it is important to choose
complementary parameters as we did with £Q3 and E Q4 which are
the symmetric versions of £Q1 and Q2. The average accuracy on
all the test databases falls to 76.3% when EQ1 and E'Q)2 are incor-
porated without £Q3 and £(Q)4, and to 74.4% when proceeding the
other way round.
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5. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a method for incorporating prior
knowledge on the process of music recording and post-production
into audio classifiers. By choosing relevant audio effects, selecting
robust features, performing virtual audio SVM training and normal-
izing the sounds to be classified using a specific equalizer, one can
achieve significantly better classification performance, compared
with a standard approach. The improved system becomes invariant
under the effects incorporated, hence more robust under varying me-
dia creation conditions. Up to 5% improvement in the recognition
accuracy of an instrument classification system was obtained with
the proposed method.

Future work will look at incorporating more audio effects, and
chiefly the optimal way of superposing the various effects. We will
also try to validate the method on other audio classification prob-
lems.
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