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Abstract

In this paper we propose a system for the summariza-
tion of safety and security surveillance video. By combining
the information provided by multiple analysis cues, we im-
prove the quality of the information extracted out of the an-
alyzed video sequences with respect to the state-of-the-art
approaches, therefore, being able to generate summaries
that better align with the content of the original video. The
proposed system has been tested using an extensive set of
surveillance sequences, showing compression ratios rang-
ing from 11 to 114, depending on the video content and the
configuration of the system.

1. Introduction
Video summarization is a process which aims at provid-

ing the user with an overview of the content of a video. To
that aim, it is necessary to find the relevant information con-
tained in the video to be summarized, and to properly rep-
resent it in order to allow the user to rapidly grasp the ex-
tracted information and to navigate through it. Depending
on the type of video content being analyzed, the techniques
used to that aims may differ. In [14], the authors make a
distinction between scripted and unscripted video content.
With scripted content is meant content which is structured
as a series of semantic units as in the case of movies or
news. On the contrary, unscripted content refers to this type
of content which does not follows a predefined structure as
in the case of surveillance or sports videos. In this paper, we
focus on the extraction and representation of the informa-
tion contained in unscripted content, namely surveillance
videos.

Extracting the relevant information can be done by
means of low-level features, objects or events of interest.
Low-level feature based approaches compute some kind of
scoring value based on features such as the energy of the dif-
ference frame between consecutive frames as in [2], or more
elaborated temporal information density measures as pro-
posed in [7]. Object based approaches look for application-

specific objects of interest such as persons, cars or boats, as
in, e.g., [1]. Finally, event based approaches look for prede-
fined events of interest as, e.g., targets moving in a given di-
rection as in [8]. Event based approaches provide the high-
est semantic level. Nevertheless, the summaries provided
based on this kind of information are very sensitive to the
quality of the performed analysis. On the absence of event
detections, either because the searched events do not hap-
pen in the considered video material or because of failure
of the event detection algorithm, there is no basis for build-
ing up a summary. Furthermore, it is often the case that
there is little information on a given event, which needs to
be investigated. This requires the inspection of large hours
of video data. In these cases, low-level features based ap-
proaches may be useful in driving the user to the potential
points of interest. Surveys on state-of-the-art video summa-
rization approaches can be found in [5, 10]. Although the
one presented in [10] is actually focused on multimedia, it
still provides some ideas which can be assimilated in the
surveillance domain.

Information representation can be done by means of key
frames or shortened video sequences, which can be gen-
erated by means of video edition [13] and video acceler-
ation [11], or by means of displacing objects in time and
eliminating periods of inactivity [9, 12]. Depending on
the application of interest, a kind of representation might
be more appropriate than other. Key frame representations
provide a very compact representation of the information
but are not able to depict the context. Shortened video se-
quences are more indicated when context should be consid-
ered in order to assess the depicted scenes, but their more
compact versions, which introduce object displacements in
time, might result confusing in environments where interac-
tions between objects are expected.

One of the common issues, which is easy to observe in
the state-of-the-art summarization approaches is that the in-
formation of interest is extracted by means of a unique level
of analysis, i.e., either low-level feature extraction or mid-
level object detection/classification or high-level event de-
tection. Therefore, the quality of the generated summaries
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is limited by the kind of the analysis tool used. In this pa-
per, we propose a system that combines multiple cues of
different kinds of analysis. Therefore, we introduce a diver-
sity factor in the content gathering process, which turns out
in summaries that better align with the content of the orig-
inal video sequences. The proposed system is described in
Section 2. In Section 3 we present experimental results.
Section 4 concludes this paper.

2. Video Summarization
The proposed system provides indexes and summaries

for security video investigations. Therefore, it is important
to preserve the context surrounding the objects and events
of interest in the generated summaries. Furthermore, the
system should be easy to operate by a non-expert user and
provide a flexible and rapid access to the gathered informa-
tion. To that aim, we provide both non-linear access to the
segments of the input videos containing events of interest,
and accelerated versions of the original videos, which speed
is adapted to their content. Video segments containing few
relevant information are displayed at a high speed, while
those with important content at a lower. The speed of the
generated videos is computed by combining multiple video
analysis cues. Figure 1 provides an overview of the pro-
posed system. The input video is analyzed by several kinds
of analysis tools which, respectively, generate an index and
compute an associated speed according to their detections.
The speed vt of the generated summary at time t is com-
puted as the minimum of the set of speeds Vt = {vc,t}Cc=1,
whereC is the number of cues used. We use the variable t to
refer to discrete points in time associated to the consecutive
frames of the analyzed video sequence and are, therefore,
meant to be members of the set of natural numbers exclud-
ing zero (N+). The generated indexes can be used both for
providing non-linear access to the set of events detected and
for generating additional summaries according to different
combinations of analyses and their respective computed as-
sociated speed.

In this paper we assume that the input video has been
recorded by fixed cameras and demonstrate the proposed
system by combining two video analysis cues: one provided
by a dynamic foreground analyzer and the other by a new
static objects detector. The dynamic foreground analyzer
computes an associated speed vf,t based on low-level fea-
tures extracted by means of background subtraction. The
events triggered by the new static objects detector are used
in order to compute an associated speed vs,t on an event
basis. Therefore, the system combines two different levels
of video analysis. Furthermore, the maximal speed of the
generated summary is limited by vmax. The speed of the
generated video is computed as:

vt = min{vf,t, vs,t, vmax} (1)

i 

… 

… 

… 

Figure 1. Overview of the proposed system.

2.1. Low-level Features Analysis

The dynamic foreground analyzer takes for every frame
the foreground mask corresponding to the input frame and
computes an associated speed vf,t based on the absolute dif-
ference of the portion of foreground pixels Fdiff,t between
consecutive frames.

We use this cue in order to rapidly direct the user to those
parts of the video where the dynamics of the scene change.
Thereby, we assume that dynamics changes are more rele-
vant from a summarization point of view than the amount
of foreground pixels itself. This can be intuitively illus-
trated by using the example of a crowded commercial street,
where there is a large amount of moving objects, which,
nevertheless, do not reveal any relevant information for a
summarization system. On the contrary, the entrance of a
single moving object into an empty scene can be consid-
ered as relevant. Figure 2 depicts graphically the analysis
of the foreground masks obtained for a sequence reproduc-
ing this last example. In the analyzed sequence, a person
enters an empty room at frame number 900, remains stay-
ing in the foreground for a while and then leaves the room
again at frame number 4200. It is easy to see that the pro-
file obtained by considering the difference of the portion
of foreground (bottom) can be used to efficiently bring the
user to the events of entering and leaving the room, while
conveniently accelerating the rest of the sequence.

The foreground masks are obtained by means of back-
ground subtraction. We use a Gaussian mixture model as
described in [4], which is able to autonomously choose an
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Figure 2. Analysis of the foreground masks for an exemplary se-
quence. Top: Foreground portion. Bottom: Difference of fore-
ground portion.

initialization value for the variance of new created modes,
therefore better adapting to the characteristics of the scene.
For every frame, we compute the amount of foreground pix-
els normalized to the size of the frame F̄t and follow the
difference of this value F̄diff,t = F̄t − F̄t−1 along the
sequence. After processing each frame, a scaled version
of F̄diff,t is added to the score value Dt, which triggers a
frame marker when Dt > 1. Dt is computed as:

Dt = αDt−1 + βF̄diff,t (2)

where α ≤ 1 is a retaining factor and β is a weighting factor
controlling the influence of the foreground difference into
the speed of the summary. Upon the triggering of the frame
marker, the value of Dt is set to zero.
vf,t can then be easily computed as:

vf,t = (t− td)vi (3)

where t is the current point in time, td is the previous point
in time in which a frame marker was triggered by the dy-
namic foreground analyzer and vi is the speed of the input
video.

In this way, the associated speed to the dynamic fore-
ground analyzer gently adapts to the changes in the dynamic
of the scene, associating high acceleration values to the
segments of the sequence where the amount of foreground
remains stable, while decreasing the acceleration for seg-
ments with high differences. By using the score value Dt

we indeed filter out noise which can be contained in the
foreground masks.

For every time t, the value of F̄diff,t is logged into a
file which can be used in order to generate alternative sum-
maries of the analyzed video as we show later.

2.2. High-level Events

The second cue of our proposed system computes an as-
sociated speed vs,t based on the events triggered by a new
static objects detector. To that aim, we use the system pro-
posed in [6], which analyzes each video frame at two lev-
els: at the pixel level, pixels are classified as background,
dynamic foreground or static foreground; static foreground
pixels are grouped by means of connectivity and analyzed
at the region level in order to classify them as new static
objects or uncovered background.

The detection of new static objects is a very important
cue in safety and security applications as it advices for the
presence of objects which might imperil the security of
people in public spaces. Furthermore, by analyzing large
archives of security video data, we observed that most of
the events of interest were preceded by the occurrence of a
new static object as, e.g., a car parked by the subjects com-
mitting an offense. Therefore, the speed associated to the
static objects detector vs,t is set to a low value for a given
number of frames N upon the detection of new static ob-
jects, and set to a high value otherwise:

vs,t =

{
as,lvi, for te ≤ t < te +N, ∀e ∈ {1 . . . E}
as,hvi, otherwise

(4)
where {as,l, as,h} ∈ N+ are the low and high acceleration
factors, respectively, te is the time of detection of the event
e, and E is the total number of events detected.

The speed associated to the static objects detector vs,t
on the event of removal of the detected new static objects is
also computed as per Equation 4.

Furthermore, the events raised by the occurrence of new
static objects are logged into a file containing the number of
frame of the detection and the bounding box associated to
the object. This log-file can be used in order to provide non-
linear access to the segments of the video where the new
static objects appear and to generate alternative summaries.

2.3. Further Analysis Cues

Further analysis cues can be easily added to the pro-
posed system by properly defining the associated speed of
the video output depending on the performed analysis and
feeding this value into the output speed computation as in
Eq. 1. For practical reasons (see Section 2.4), the speed as-
sociated to each of the analysis cues must result from the
multiplication of the input video speed with a natural num-
ber other than zero.

2.4. Summary Generation

The information gathered by the proposed system is pro-
vided to the user by means of two kinds of representation: a
list of the detected events, which provides non-linear access
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Figure 3. Summary video generation.

to the segments of the video containing events of interest,
and adaptively accelerated versions of the input videos.

The list of the events of interest (index) is generated
by fusing the log-files generated by the individual analy-
sis cues. This list can be visualized in text or in image form,
by using the frame at which the event was first detected.
Furthermore, the user can filter events by type, time of oc-
currence, and so on.

The accelerated versions of the input video are gener-
ated by using the speeds associated to each of the analysis
cues. For each time t, the current output speed is computed
as in Eq. 1. This speed is a multiple number of the input
video speed, with an acceleration factor at = vmax/vi, be-
ing at ∈ N+. The summary video generator keeps a reg-
ister of the point in time corresponding to the last frame
recorded tl. If the difference between time corresponding
to the current input frame t and tl is bigger or equal than
at, the current frame is recorded into the summary video. If
not, it is skipped. Figure 3 depicts graphically the described
procedure.

Observe that, although we have described the indexation
and the summary video generation separately, these pro-
cesses can be run together. In fact, the described system
has been implemented for online generation of indexes and
video summaries immediately afterwards of the video anal-
ysis with negligible processing time for the indexing and
summary video generation tasks.

Furthermore, by decoupling the tasks of indexing from
the summary video generation, custom summaries can be
easily generated in order to better fit individual user prefer-
ences.

Sequence Frame Event
Nr. Description

AB-
Easy

2600 a piece of baggage is abandoned
4600 abandoned baggage removal

AB-
Medium

2250 a piece of baggage is abandoned
4290 abandoned baggage removal

AB-
Hard

2300 a piece of baggage is abandoned
4450 abandoned baggage removal

library 900 a person enters an empty room
4200 the person leaves the room

office 600 a person enters an empty office
2000 the person leaves the office

tramstop
1000 tram starts moving
1270 tram leaves scene
1400 an object is abandoned

Table 1. Main events of the summarized sequences.

3. Experimental Results

The proposed system has been tested using an extensive
set of surveillance sequences comprising both public and
private datasets. From the i-Lids dataset for AVSS 2007,
we took the abandoned baggage scenario, which consist of
three video sequences recorded in a subway station where a
piece of baggage is abandoned. Furthermore, several sub-
ways arrive and depart from the station, occasionally pro-
ducing increased flows of passengers on the platform. From
the CDnet dataset [3], we took the sequences ’library’, ’of-
fice’ and ’tramstop’. The two first sequences depict scenes
in which a person enters an empty room, remains for a
while, and then leaves the room. The sequence ’tramstop’
depicts a more intricate situation involving the departure
of a tram from a stop position and the abandonment of a
box on a sidewalk. Table 1 summarizes the most impor-
tant events of the described sequences and the approximated
frame number of their occurrence. The sequences provided
by our client depict hours of surveillance video recorded in
outdoor environments. The scenes show most of the time
people walking and cars driving through. The most relevant
events are cars parking in an out and a very reduced set of
events as mugging and a housebreak.

The system was configured with the same parameters for
all test sequences. The background subtraction system and
the static objects detection were configured with the param-
eters used by the authors in their respective papers. The
dynamic foreground analyzer was configured with a retain-
ing factor α equal to one and a weighting factor β equal to
25. That means, we use the difference score Dt as a pure
accumulator. For the cue associated to the new static ob-
jects detector we set the low acceleration factor as,l to one
and the high acceleration factor as,h to 32.
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Figure 4. Analysis results for the summarization of the sequences
iLids AVSS2007 AB-Easy, AB-Medium and AB-Hard, and CD-
net library, office and tramstop. Blue: frames to be added to the
video summary. Green: detected events. Red: percentage of pixels
classified as foreground.

Figure 4 depicts the analysis results for the summariza-
tion of the sequences corresponding to the public datasets.
The blue vertical lines correspond to the frames of the input
video that were recorded in the summary video. Therefore,
segments of time with a high density of blue lines corre-
spond to low accelerated parts of the summary video, while
segments with a low density correspond to high accelerated

Sequence Compression Rate
standard no vmax only events

AB-Easy 23.4170 43.8824 96.7037
AB-Medium 14.9251 18.4758 29

AB-Hard 15.2840 19.3092 32.0190
library 21.6770 46.6571 90.7222
office 17.6638 28.8592 37.9444

tramstop 15.0896 18.4913 114.2500
priv-01 17.5185 26.7819 37.7566
priv-02 14.1031 17.9504 25.2680
priv-03 19.0496 26.4841 67.4032
priv-04 11.6267 14.4018 17.7608

Table 2. Compression rate of the generated summary videos for
the test sequences by using three different configurations.

ones. For the sake of depiction clarity, we have depicted
only the frames triggered by the foreground analyzer and
by the new static objects detector, but not those by vmax.
The green vertical lines correspond to the detected events.
The red curve represents the portion of foreground pixels
that were detected for each input frame. It is easy to appre-
ciate that non-complex scenes, which are indeed very usual
in the security surveillance, as the ’library’ and the ’of-
fice’ sequences can be very accurately segmented by means
of low-level features. In fact, we were able to decelerate
the generated summary at the events of a person entering
the room thanks to this analysis cue. On the other hand,
more involved sequences as the i-Lids and the ’tramstop’ se-
quences needed the information provided by the new static
objects detector cue in order to decelerate the video at the
segments containing the events of interest. Furthermore, it
is also easy to observe that sequences with a higher level
of semantic information also show higher differences in the
amount of foreground and are, therefore, summarized with
a higher number of frames. In overall, it can be said that
by combining analysis cues of different types increases the
diversity of the information gathering process, which leads
to a better alignment of the generated video summaries with
the content of the original video.

A very useful functionality of our proposed system is
that, thanks to the explicit decoupling of the indexing and
summarization tasks, customized summary videos can be
easily generated and displayed. In fact, based on the indexes
generated by the individual video analysis tools, the repro-
duction speed of the analyzed videos can be computed on-
line. Furthermore, the user can preview the amount of time
needed for watching a summary generated by a given con-
figuration. In this way, the more appropriate configuration,
given the length of the video and the time available to the
video operator, can be chosen. Table 2 shows the compres-

375



sion rates, computed as the number of frames in the gen-
erated summary video divided by the number of frames in
the input video, achieved for the whole set of sequences by
using different summarization configurations. The config-
urations used are ’standard’, which is the one explained in
this paper, ’no vmax’, which corresponds to the speed com-
puted by both analysis cues without using an upper limit,
and ’only events’, which corresponds to the summary video
generated by using only the events cue. Sequences with a
higher visual semantic content as, e.g., ’tramstop’ achieve
lower compression rates than sequences with a lower con-
tent as, e.g., ’library’.

4. Conclusions

In this paper we have proposed a system for the summa-
rization of surveillance video in the context of safety and
security applications. The system is able to combine multi-
ple video analysis cues, therefore accounting with a richer
amount of information, which is used to generate indexes
and video summaries that better align with the content of
the original video. Furthermore, thanks to the explicit sepa-
ration of the indexing and the visualization tasks, the system
is able to generate on-line customized summaries adapted to
the user requirements. The proposed system has been tested
using an extensive set of surveillance sequences, showing
compression ratios ranging from 11 to 114, depending on
the video content and on the configuration of the system.
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