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Abstract

Tracking-by-detection is a common approach to multi-object tracking. With ever increasing performances of object detectors, the basis for a tracker becomes much more reliable. In combination with commonly higher frame rates, this poses a shift in the challenges for a successful tracker. That shift enables the deployment of much simpler tracking algorithms which can compete with more sophisticated approaches at a fraction of the computational cost. We present such an algorithm and show with thorough experiments its potential using a wide range of object detectors. The proposed method can easily run at 100K fps while outperforming the state-of-the-art on the DETRAC vehicle tracking dataset.

1. Introduction

Object tracking is a key technology to semantic video interpretation. As a classical computer vision problem, it gives important information cues to analytics systems such as traffic analysis, sports or forensics. It can also help in reducing the search space for further applications e.g. automatic number plate recognition (ANPR) or face recognition which are both common use cases in the surveillance domain. Multi-object tracking in general scenarios requires both the estimation of an unknown number of objects of interest in a video and their respective paths.

This is especially important in the popular field of tracking-by-detection where first an object detector is applied to each video frame. In a second step, a tracker is used to associate these detections to tracks. A typical challenge for tracking-by-detection systems, especially when applied on-line, has always been the limited performance of the underlying detector which may produce false positive and missed detections. A good tracker should be able to handle these flaws by filling the "gaps" of missing detections and ignoring false positives. More problems arise when multiple objects cross each other and their paths become ambiguous. Many methods have been proposed to solve these problems: [1] [2] define a continuous energy function and search for strong local minima using sophisticated minimization techniques. [6] estimates short tracklets for unambiguous frames and stitches them according to a dynamics-based similarity. Other approaches include using a globally optimal and locally greedy method and integer linear programming [12] and online discriminative appearance learning [3].

With recent advances in the detection domain including CNN-based [4] [10] [5] [16] and traditional approaches with hand-crafted feature vectors [7] [9], new possibilities arise for tracking methods. Compared to previous approaches, gaps in the temporal stream of detections for an object are increasingly rare and the precision of the reported bounding boxes becomes very accurate. In combination with commonly higher frame rates of the video footage, e.g. 25 frames per second (fps) for the DETRAC dataset [17], also the differences in size and location of the detections have become significantly smaller between frames.
All of these advances lead to a great simplification for the tracking task. It is therefore that in this paper a very simple tracking approach shall be assessed which is based on the idea of a passive detection filter introduced in [3]. Thanks to the mentioned performance improvements for detectors, we show that much simpler tracking approaches can be successful and the overhead from more sophisticated tracking algorithms is not necessarily needed in all cases.

Thanks to its very low computational footprint, the proposed method can serve as a simple baseline method for other trackers and allows an assessment of the importance of further efforts in the tracking algorithm. It further enables assessing tracking benchmarks in order to identify if the specific challenges they pose (e.g. missed detections, frame rate etc.) are in line with what algorithms already can achieve. The source code of the tracker is made publicly available.[4]

2. Method

As mentioned above, both high precision detections and the usage of video footage with high frame rates can greatly simplify the tracking task. Our method is based on the assumption that the detector produces a detection per frame for every object to be tracked, i.e. there are none or only few “gaps” in the detections. Furthermore, we assume that detections of an object in consecutive frames have an unmistakably high overlap IOU (intersection-over-union) which is commonly the case when using sufficiently high frame rates. The IOU measure used in our approach is defined as

\[
IOU(a, b) = \frac{\text{Area}(a) \cap \text{Area}(b)}{\text{Area}(a) \cup \text{Area}(b)}.
\]  

If both requirements are met, tracking becomes trivial and can be done even without using image information. We propose a simple IOU tracker which essentially continues a track by associating the detection with the highest IOU (see eq. 1) to the last detection in the previous frame if a certain threshold \(\sigma_{\text{IOU}}\) is met. All detections not assigned to an existing track will start a new one. All tracks without an assigned detection will end. This principle is also illustrated in Figure[1]

The performance is further improved by filtering out all tracks with a length shorter than \(t_{\min}\) and the ones without at least one detection with a score above \(\sigma_h\). Short tracks are removed because they usually root in false positives and generally add clutter to the output. Requiring a track to have at least one high-scoring detection ensures that the track belongs to a true object of interest while benefiting from low-scoring detections for the completeness of the track.

A detailed description of the method is shown in Algorithm[1] where \(D_f\) denotes the detections at frame \(f\), \(d_j\) the \(j^{\text{th}}\) detection at that frame, \(T_a\) active tracks, \(T_f\) finished tracks and \(F\) the number of Frames in the sequence.

Note that in line 5 only the best-matching, unassigned detection is taken as a candidate to extend the track. This does not necessarily lead to an optimal association between the detections \(D_f\) and tracks \(T_a\) but could be solved e.g. by applying the Hungarian algorithm maximizing the sum of all IOUs at that frame. However, taking the best match is a reasonable heuristic since \(\sigma_{\text{IOU}}\) is normally chosen in the same range as the IOU threshold for the non-maxima suppression of the detector. Therefore, multiple matches satisfying \(\sigma_{\text{IOU}}\) are rare in practice.

The overall complexity of the method is very low compared to other state-of-the-art trackers. No visual information of the frames is used, hence it can be seen as a simple filtering procedure on detection level. This means if the tracker is used on-line in conjunction with a state-of-the-art detector, the computational cost compared to the detectors becomes negligible. Therefore, tracks can be obtained at virtually no additional computational cost from the detections. If the tracker is performed standalone, frame rates exceeding 100K fps can be easily achieved as shown in the following experiments. It is also important to note that thanks to its speed, further tracking components can be added on top of its results e.g. by considering the output as tracklets which can be connected using image or motion information.

![Algorithm 1 IOU Tracker](https://github.com/bochinski/iou-tracker.git)
3. Experiments

We examined the performance of the proposed tracker on the DETRAC dataset [17] consisting of over 10 hours of video footage targeting vehicle detection and tracking. They were recorded at 25 frames per second. Baseline detections for CompACT [5], R-CNN [10], ACF [7] and DPM [9] are available, although we do not report results based on the DPM detections since they are generally too inaccurate and therefore not suitable for our tracker. Furthermore, we computed additional detections using the Evolving Boxes detector (EB) [16] with the VGG16 1-3-5 model.

The evaluation is done using the UA-DETRAC evaluation protocol. For tracking, this means the method is run multiple times with different detection score thresholds $t_1$ to compute the precision-recall curve. Over this curve, the common CLEAR MOT metrics [14] are computed. The final scores are composed by the area under these curves and consider the performance of the tracker for all detector thresholds $t_1$ (see [17] for further information). Note that this does not affect the thresholding with $t_h$ but rather the availability of low-scoring detections. In general and in accordance with [15], it can be assumed that a higher number of low-scoring detections would contribute to a higher tracking performance for our approach.

The implementation was done in pure Python without any performance optimizations.

The best parameters for $t_{IOU}$, $t_h$ and $t_{min}$ were determined by performing a grid search on the training dataset for each detector. The ranges of the search are shown in Table 2. Note that all detection scores were normalized to a range of $\sigma \in [0.0; 1.0]$ but are still differently distributed for each detector. Therefore, different ranges for $t_h$ have to be chosen.

All combinations of the three parameters within these ranges were evaluated, resulting in 64 runs per detector.

Table 2. Ranges for the grid-based parameter search for each detector. A step size of 1 is used for $t_{IOU}$ and 0.1 for $t_1$ and $t_{min}$.

<table>
<thead>
<tr>
<th>Detector</th>
<th>$t_{IOU}$</th>
<th>$t_h$</th>
<th>$t_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-CNN</td>
<td>0.4 - 0.7</td>
<td>0.5 - 0.8</td>
<td>1 - 4</td>
</tr>
<tr>
<td>ACF</td>
<td>0.4 - 0.7</td>
<td>0.2 - 0.5</td>
<td>1 - 4</td>
</tr>
<tr>
<td>CompACT</td>
<td>0.4 - 0.7</td>
<td>0.1 - 0.4</td>
<td>1 - 4</td>
</tr>
<tr>
<td>EB</td>
<td>0.4 - 0.7</td>
<td>0.5 - 0.9</td>
<td>1 - 4</td>
</tr>
</tbody>
</table>

The best configuration is chosen by the PR-MOTA metric as it is the primary metric in the UA-DETRAC challenge. A visualization of the results is shown in Figure 2, the best results for each detector and their respective configurations are compared in Table 2.

By far the best results are achieved using the EB detector with many near maximum scoring detections. It appears that these results also benefit from a potential flaw in the evaluation metric because the EB detector produces also a high amount of false positives with very low scoring detections. This effectively extends the PR curve to a low precision at a high recall. Our IOU tracker, however, is not affected by these detections but the area under the MOTA-over-PR curve becomes significantly larger. Consequently, a fair comparison would only be possible if the PR curve is fully defined between the intersections with the precision and recall axes.

Although CompACT shows a much better average precision of the PR curve (see [17] for further details) than the other reference detections, better PR-MOTA values can be achieved with ACF and R-CNN. This is because the CompACT detections are generally fewer but more precise than the ones from R-CNN and ACF. Our tracker however benefits from more detections since it is not able to predict missing detections. Especially in the DETRAC evaluation scripts, the detections are thresholded using $t_1$ before running the tracker. In case of no matching detection, this thus...
inhibits searching for detections with \( \sigma < \sigma_t \) which could be a significant improvement according to [8].

Therefore, a single missed detection for one track results both in an ID switch and a false negative, lowering the overall performance. On the other hand, false positives can be ruled out to some extent since they usually produce short tracks consisting of low-scoring detections. Such tracks will be filtered out using the thresholds for the high scoring detections for EB greatly increases the number of detections.

Based on this evaluation, our tracker is tested with the R-CNN detections with \( \sigma_{IOU} = 0.5, \sigma_h = 0.7 \) and \( t_{min} = 2 \) and EB detections with \( \sigma_{IOU} = 0.5, \sigma_h = 0.8 \) and \( t_{min} = 2 \) on the DETRAC-Test data. A comparison of the results to six state-of-the-art trackers is shown in Table 3.

Our IOU tracker outperforms the other methods considerably with respect to the overall metrics for accuracy (PR-MOTA) and precision (PR-MOTP) as well as mostly tracked (PR-MT) and mostly lost (PR-ML). Furthermore, a speed of over 100K fps is achieved in case of the R-CNN detections, which is magnitudes faster than the baseline methods with 0.7-390 fps. The high amount of high scoring detections for EB greatly increases the number of detections to process on a larger range of varying \( \sigma_t \), thus decreasing the achievable number of fps. Nonetheless, even with EB detections, the runtime is negligible compared to the other trackers.

The huge difference of the performance between the training and the overall test data is probably related to the different accuracy of the detectors between those sets. Since the detectors were also trained on the training sequences it is obvious that they produce better results on these videos than on the test sequences. As our tracker is prone to detection errors, the performance drops as well. Additionally, the parameters trained on the training data may suffer from overfitting to the high quality detections on the training data.

Table 3 shows the MOTA and MOTP scores for the different values of \( \sigma_t \) which are summarized in the final PR-MOTA and PR-MOTP scores. The plots show that the tracker can handle a wide range of \( \sigma_t \) scores while the MOTA value changes only slightly. The performance starts dropping only after rising above \( \sigma_h \) but not in the low \( \sigma_t \) range which is thanks to the filtering of tracks without detections of at least a score of \( \sigma_h \). MOTP shows a tendency of rising with \( \sigma_t \) as for this metric, high values are obtained with more accurate detections.

The evaluation of the easy sequences in Table 3 shows...
### Table 4. Comparison of the results of the IOU tracker based on SDP and FR-CNN detections to the best performing method according to the MOTA score and the overall average of the MOT16 test dataset.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>MOTA</th>
<th>MOTP</th>
<th>FP</th>
<th>FN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best [15]</td>
<td>71.0</td>
<td>80.2</td>
<td>7,880</td>
<td>44,564</td>
</tr>
<tr>
<td>IOU_{SDP}</td>
<td>57.1</td>
<td>77.1</td>
<td>5,702</td>
<td>70,278</td>
</tr>
<tr>
<td>IOU_{FR-CNN}</td>
<td>45.4</td>
<td>77.5</td>
<td>7,639</td>
<td>89,535</td>
</tr>
<tr>
<td>Average</td>
<td>44.3</td>
<td>76.4</td>
<td>8,372</td>
<td>92,128</td>
</tr>
</tbody>
</table>

superior results over the state-of-the-art but care must be taken when interpreting these numbers for the reference methods as they represent only the average scores over all four detectors, which is not imitable for us since the UA-DETRAC evaluation server submission policy prohibits excessive testing on the test data.

The experiments show that in some cases such as the DETRAC dataset, simple tracking methods like the IOU tracker can lead to better results than complex approaches based on decades of research. However, this is not universally valid but depends on the dataset used. In other tracking tasks, like pedestrian tracking, the size and aspect ratios usually undergo greater changes in only few frames, e.g. because a person is walking. Heavier occlusions and lower frame rates can also reduce the success rate for correctly matching detections by calculating their overlap, indicating the requirement for more sophisticated methods.

With these considerations in mind, we evaluated the performance of the IOU tracker on the MOT16 / MOT17 benchmark [11] for pedestrian tracking using the provided Faster FR-CNN [13] and SDP [19] detections. The frame rates of the sequences range from 14 to 30 fps. The best parameters for the method are determined by an extensive grid search over the training dataset. Since there are only 7 train sequences, a complete sweep over the parameter space grid search over the training dataset. Since there are only 7 train sequences, a complete sweep over the parameter space was feasible. The best parameters using the FR-CNN detections are \( \sigma_h = 0.9, \sigma_t = 0.0, \sigma_{IOU} = 0.4, t_{\text{min}} = 4 \) achieving a MOTA score of 49.96. For SDP, \( \sigma_h = 0.5, \sigma_t = 0.3, \sigma_{IOU} = 0.3, t_{\text{min}} = 5 \) was best with a MOTA score of 62.77. The results on the test sequences are shown in Table 4. It can be seen that the IOU tracker with FR-CNN detections already achieves a performance slightly above the average. With the more accurate SDP detections, especially the MOTA score can be boosted considerably and places the tracker on place 13 out of 64 at the time of writing this paper. This shows that even with the more challenging conditions of pedestrian tracking, moving cameras and various frame rates, competitive results can be achieved.

Additionally, our experiments show that in the case of vehicle tracking and dealing with fixed-sized objects, static cameras and high accuracy detections at high frame rates, good tracking can be achieved on a simple level. We recommend that the results of this tracking approach be taken into consideration for the design of new tracking benchmarks.

### 4. Conclusions

In this paper, we showed that with simple means successful tracking can be done. Our presented IOU tracker considerably outperforms the state-of-the-art at only a fraction of the complexity and computational cost. This becomes possible due to the recent advances in the object detection domain, not at least due to the current boom of CNN-based approaches. In combination with commonly higher frame rates of videos, the requirements for a multi-object tracker in a tracking-by-detection framework drastically changed. Our simple, yet effective IOU tracker exploits these traits and could serve as an example to reflect the design of a tracker within those new conditions.
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