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Abstract— We present a novel client-driven multi-view video in ghost-like shadows near the object boundaries, which can
streaming system that allows a user watch 3-D video interately  pe removed by more sophisticated rendering algorithms [5].

with significantly reduced bandwidth requirements by transmit- Another alternative is using a denser set of views without
ting a small number of views selected according to his/her lzel

position. The user's head position is tracked and predictednto d€Pth maps, which is called the light field representatidn [6
the future to select the views that best match the user's cuent ~Elimination of the need for depth determination (in scene
viewing angle dynamically. Prediction of future head posiions is capture) and view generation (in the client) are significant
needed so that views matching the predicted head position@e  advantages of this approach. Such a system is demonsrated
be prefetched in order to account for delays due to network in [7], where views from 16 cameras are projected onto
transport and stream switching. The system allocates more .

bandwidth to the selected views in order to render the curren an autostereoscopic screen. As the user moves through the
viewing angle. Highly compressed, lower quality versionsfsome Viewing space, views from appropriate cameras are directed

other views are also prefetched for concealment if the curnet to the eyes with the help of a lenticular lens array on the
user viewpoint differs from the predicted viewpoint. An objective  gcreen.

measure based on the abruptness of the head movements and \; i view representations require large amounts of data.
delays in the system is introduced to determine the number of

additional lower quality views to be prefetched. The propoed State of the art in multi-view coding (MVC) is described
system makes use of multi-view coding (MVC) and scalable vieb in [8], where significant compression gains are reported ove
coding (SVC) concepts together to obtain improved compregs  simulcast coding which compresses each view independently
efficiency while providing flexibility in bandwidth allocation to  However, even with the MVC, bit-rates for multi-view video
the sele_cted views. Rate—dlstortl_on performan_ce of the pmpsed are high: 38dB PSNR at about 5 Mbps is a common operating
system is demonstrated under different experimental condiions. ) .

point for a 704x 480, 30fps, 8 camera sequence with MVC
encoding. Moreover, previous research on single-vievg-plu
depth sequences [1] suggests that with the addition of depth
maps and other auxiliary information such as boundary mask,
. INTRODUCTION the bandwidth requirements could increase as much as 20%,
LTHOUGH dynamic holography is the ultimate goal i Wwhich renders 3.'D v Service over the current high-speed

nbnternet connections practically impossible.

3-D video and TV, early systems create 3-D viewin . Lin thi is to sianificantl d the bit
experience via stereoscopy by showing a scene from slightgl ur goal in this paper 1S 1o significantly reduce the bit-
rate for transmission of multi-view sequences in order to

different angles to the left and right eyes of a viewer. \asio . : :
methods can be employed in order to generate these Viewg'nable interactive 3-D TV services over the current Interne

A popular approach is 3-D warping of an image using th sing a head-tracking stereoscopic display. To this efiget
g
g

Index Terms— 3D-TV, Multi-view Coding, Scalable Coding

associated depth map. This approach has been recentlgdtu serve that for a smglg-user with a ster_eoscop|c display,
in the European ATTEST project, and it has been report ly two Views are sufficient e}t any given time to creatg 8-
that the depth map can be compressed to about 10-20% of ercgptlon. Therefore, trgcklng_ users’ head and sefelyty

video stream [1]. There is an MPEG standardization effart fgransmitting only two required views to render the current

the transport of video-plus-depth representation [2]. Elsy, viewing angle of the user can save significa.mt bgndv@ri@m
the rendering quality may deteriorate due to disocclusants example of a autostereoscopic head-tracking display syste
ith an integrated camera has been presented in [11], @jthou

discontinuities in depth, as the viewer moves away from tﬁ{t)é. | ble t | te head tracking devi
original camera angle [3]. The N-view-plus-M-depth rejgres It IS aiso possible to employ a Separate nead lracking device

tation has been proposed as a promising extension to add|%'£'§e the views tq _be transmitted will vary in time accordl_ng
to user head position, we need random access to all views

the limitations of the video-plus-depth representation. [4. . : .
When rendering from this representation, holes due to deﬁ[ﬂﬁthe b'tStTeam- This requ_lrement cannot pe met by M.VC
nless all views are transmitted, because of its complex-vie

discontinuities can be filled using pixels from neighborin ; .
views. However, imperfections in the depth maps may res I?pendency structure. When the views are simulcast coded,
' random access into each stream can be achieved at the
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requirements. Furthermore, the proposed system is sensiti

to delay between the request for the stream and its display.

Therefore, in addition to tracking of user’s head positithe EnnancermentLayers
future positions shall be predicted to prefetch the require for two Views
views. In order to conceal the effect of prediction errors,

we propose transmitting low quality versions of all views, i

the form of a base layer encoded using the MVC. Higher

quality views are selectively provided only for those views — Bwetverve
which match the predicted viewing direction by transmgtin

specially encoded enhancement layers. The number of the ;
views contained in the base layer MVC and the bit-rate SL
allocation between the base and the enhancement layets shal vow et
be determined for optimal system performance under specific he cod " base | d simuleat
viewer and network conditions. In Section II, we describe tiﬂgérzs'. The coding structure with MVC base layer and simuleasiancement
proposed system in detail. The results are presented imdll a

our conclusions are presented in IV.

A. MVC Base Layer and Simulcast Enhancement Layers

The structure of our coder is depicted in Fig. 1, where small
and large squares denote spatially down sampled base-layer
frames and high resolution enhancement layer frames, cespe

Suppose that we have a multi-view video with views tively. The arrows indicate prediction reference relasioips
on a server. The client-side first determines the user'satirr between the frames. The base layer involves encoding Bpatia
head position and a Kalman-filter based predictor prediws tdownsampled versions of all views together using the MVC at
user’s head positiod frames into the future. Then, an errora lower bit-rate. In addition to this base layer, an enharergm
measure is computed at the client to determine the numbefeam is generated for each view as follows: first, the detod
of views, M < N, to be requested from the server. Theideo for each view in the MVC stream is upsampled to
server selectively streams the multi-view video sequericethe full spatial resolution of the original video and then,
two quality levels: As a base layer, all views are encoded the difference between the original and decoded/upsampled
using the MVC codec at a lower bit-rate. On top of thigVC videos are encoded using the AVC/H.264. Alternatively,
base layer, an enhancement layer is encoded for each vite spatial scalability features of the emerging SVC stethda
independently of other enhancement layers to allow randqextended to multiview video coding as in [14] and [15]) ntigh
access in order to improve the quality of the selected viewse used for this purpose. The enhancement layers are indepen
Since the total bandwidth available to the user is assumggntly coded to provide greater flexibility in switching fno
fixed, an intelligent rate allocation scheme between the basne view to the next. This proposed structure benefits from
layer MVC and enhancement layer streams is necessary. the coding gain offered by MVC, while providing significantl

If there are no prediction errors, the received high-qualigreater flexibility in view selection, such that a user recgj
(base + two enhancement) streams are passed on to the dispi@ybase layer and the enhancement layer for views able
which shows a high quality view to each eye. The low bio see it at a high quality, while all other views would be
rate base layer MVC enables the user to keep watching 3mailable at a lower quality.
video, albeit possibly at a lower quality, when the current We assume that the multi-view video server has several
user head position differs from the predicted position luntpreviously encoded sets of base layer MVC and enhancement
correct high quality streams arrive from the server. If ¢heldayers. Each of these sets is a complete representation of
is a prediction error and wrong set of high quality streanthe original multi-view sequence, but the base layer MVC
arrive, the system displays low quality version of the dmsir stream(s) in each set contains a different number of views;
views which may be available in the base layer MVC onljhence, different bit allocations between base and enhamcme
According to subjective quality tests reported in [12] ahd@][ layers. The proposed system allows switching base layer
humans perceive high quality 3D video as long as one of thed/or enhancement layer streams at the start of each GOP.
eyes sees a high quality view. Therefore, in the presenceS#lection of the views to follow the user’s head position may
prediction errors, as long as at least one of the requiraslsviebe achieved by switching only enhancement streams at the
is delivered in high quality, the viewer might not even neticbeginning of each GOP. However, if network conditions and/o
any loss of quality. If the prediction error is so severe thaterror statistics of the head position prediction variesntthe
required view is not delivered at all (is not among fthieviews number of views\M in the base layer may be adapted as well.
in the base layer), an error concealment method is employ&daptation of the number of views/ in the base layer, and
(e.g., nearest available views are displayed). In theioilg, bit-rate allocation between base layer and enhancemestslay
details of the server side issues are described in Sectighs lis handled by switching from one multi-view video set to a
and II-B. Details of the client-side are described in Sexgii- different set at the start of a GOP. Therefore, it is best ® us
C and II-D. a shorter GOP size for the enhancement layers because they

Il. SYSTEM DESCRIPTION



l Position(t)
Head Determination Multi-View
Prediction of Number of Video Set
Low-Quality Views Selection

-------------------------------------------------------------------------- Module - Server
.

Network L Py Multi-View

Decoding e L L
and

A A

Display

View Selection

Position(t + RTT)

Fig. 1. Overview of the delivery system with two low bit-rag@e-streams.

need to be able to follow the user’s head position more gfpsethe first term denotes the quality achieved when there are no
whereas a longer GOP may be utilized for the base layer M\fLediction errors and both eyes see the desired high quality

for more efficient compression. views, the second term corresponds to a prediction error by
one view when one of the eyes sees a high quality view and the
B. Bit-rate Allocation other eye sees a low quality (base layer) view. The third term

N . is the quality expression when both eyes see low quality sjew
Determination of the target bitrates for the base layer I\/lv\tﬁvhich is the case when the prediction error is greater than on

and enhancement layers can be formulated as an optimiza%%rtl still inside theM views contained in the base layer MVC
problem, where the expected value of video quality expet; '

- he reason for thd//2—1 limit is due to the symmetric nature
enced by the user should be maximized. One of the paramet
. e : : . ~of the base layer. The fourth term denotes the case when the
in this bit-rate allocation problem is the number of view

) . : . rediction error is exactly}/ /2, which corresponds to one eye
contained in the base layer MVC. In Section II-D, we discuss M/ P y

how the receiver selects the number of vielsin the base seeing the low quality view and the view for the other eye is

layer MVC; hence, it is assumed given here. The desird' played using frame repetition from the last availabiarfe.

. : inally, the fifth term is the case when the prediction ergor i
quality difference between the base layer and enhancemen : . .
SO large that both eyes see continue to see the old viewpoint.

layers is another parameter which determines the bit—raltﬁiS last case corresponds to error concealment. Siics
allocation between the base and enhancement layers. He%e i

the ratio of bitrates of the base and enhancement layers |#USted dynamically according to a measure which will be
. o y l[‘l roduced in Section 1I-D, there is a small chance that the
a parameter which should be used to maximize the quall

Yediction errors will result in a complete miss. Additidi
of the 3D video delivered. The Lagrangian rate-distortio mp ) va
S he PSNR for error concealment is much lower than a high
optimization can be formulated as

quality or a low quality view. Therefore, the contributiaom

maz{J}, whereJ = Q + AR, (1) the last two terms is negligible and they can be dropped to
. ) , o simplify the closed-form average quality expression, \whic
where( is the average quality and the bit-rafeis given by results in
R=Rnve +2- Rench- (2) Qave = P[QE = O] : th +p[l’ = 1] : 7QM;FQZO+ (4)
Here, Ryve and Re,.., are the bit-rates for the base layer ple > 1] Quo
and an enhancement layer respectively. The factor 2 tihat can be further simplified as
multiplies R.,.., accounts for the fact that we only send two Que = (plz=0]+05pfz = 1])- Qui+

enhancements views at a time. The quality of the 3D video is

. . . ) 0.5 =1 1)) - Qo 5
defined as the average of the quality of the right and left pair _ ( _ pg _+] +.pc[§ > 1)@ ©)
of views. Hence, the expected quality of the 3D video in the Phi = %ehi T Plo Ko

presence of head prediction errors can be formulated as Wherepy,; andp;, denote probability of perceiving high quality
3D video and probability of perceiving low quality 3D video,

_ _ — 11Qnit+Qio . .. L. . L.
Qave = plr = 0]Qn; + plz = 1]=rig=te4 respectively. The probability distribution of head preitin
p[M/2 -1 >Q~T+>Q 1]‘Qlo+ ®) errors, p, is assumed to be a zero-mean normal distribution.
plz = M/2]=tg=err 4 plx > M/2]Qerr, Therefore, variance of the head prediction error can be used

wherep[z = a] denotes the probability of a head predictiof©o determine the probabilities,; and pi,.

error that results in transmission if: views to the right or left ~ Although there is no closed-form relationship between the
of the desired pair of views),; andQ;, denote the average bit-rate and average quality of a video stream, logarithmic
PSNR for both (the base and enhancement) layers and baglels of the form

layer MVC, respectively, and).... is the quality achieved by Qni = ani +bpi - IN(Repen) ©6)
error concealment, i.e., showing the previous viewpom(3)), Qo= a0+ b - IN(Ryrve)
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Fig. 3. Projection of the rate-distortion surface on fRg;-PSNR plane Fig. 4. Curves showing the average PSNR vs. bitrate for bass IMVC
for p;, = 0.25. The solid line is the loci of the maxima on the R-D curvesat R.o+ = 4Mbps for different p;,,, indicating more bits from the total bit-
as the total available bitrate increases. budget should be spent for the base layepasincreases.

can be employed, where and b parameters can be found

by least squares fitting to experimental results. Thus, byAt each time instant, the viewer's actual viewpoint is
substituting the approximations for the quality of high liya observed and a future viewpoint for the time instaneed is
and low quality views into 5, we obtain an approximatiofredicted using the Kalman predictor, whelris the prediction

which relates bitrates for the base and enhancement layerglistance. The desired valueof prediction distance is related
the received multi-view video quality. to the total delay between the request for a stream and the

The fixed available bit-rate constraiftyvc + 2+ Renne =  arrival of a decodable frame from the requested stream. This

Ry corresponds to a plane in th&{;vc, Renen, Q) co- delay until a stream begins playing after the request, is a
ordinate system. The projection of the rate-distortiorfaste  Sum of two independent delay components: Network delay
on this constraint plane is shown in Fig. 3. It can be se@fd decoding delay. The Round Trip Time (RTT) delay of the
from the figure that there is an optimal operating point fatonnection between the server and the client corresportte to
bits allocated to the base layer MVC for each valueRpf,, network delay of the system. The decoding delay is the wait
after which the average 3D video quality starts to detetgordfor an independently decodable frame after the first packet
as more bits are spent on the base layer, because more ®it& stream arrives. This depends on the distance between
in the base layer means less bits in the enhancement lay#tdependently decodable frames or the Group of Pictures
The loci of optimalR ;v ¢ values, corresponding to maximum(GOP) size. A larger GOP size is better for compression
average PSNR value for each:.;, nearly follows a line efficiency, but results in a longer decoding delay. Howeifer,
as R, increases which is depicted in Fig 3. The othet frame is received, but not decodable by its play-out time,
important parameter in bit-rate allocation is the prokigpil it cannot be displayed to the viewer. To accommodate for
P, Of perceiving low quality 3D video. Fig. 4 shows how théhe longer decoding delays, the prediction distance must be
average PSNR value changesyas varies. Not surprisingly, increased as well in order to increase the probability tmat a
the average PSNR decreases with increagipgThe loci of independently decodable frame is received on time.
maximum PSNR values for eagh, (i.e., optimal Ryvc It is clear that a longer prediction distance (largpresults
values) follows a polynomial curve depicted in Fig. 4. Clgar in larger amounts of prediction errors because the proibabil
this curve indicates more bits should be allocated for treebeof an unpredictable head motion increases with the predic-
layer in order to optimize the 3D video quality gg increases. tion distance. The performance of the prediction depemds, i
In summary, the besR);vc at any R, and p,, can be addition to the prediction distance, on the abruptness ef th
determined form a similar plot for the particular value/df,;, user head movements. This means given the same prediction
which is the approach we employed in our experiments. distance and two viewers watching the same multi-view se-
guence on two different clients with the same RTT, the viewer
C. Viewpoint Prediction for Prefetching who makes more abrupt head movements will experience more

Although a viewpoint in the world is defined by six indesrediction errors and possibly a lower perceived 3D video
pendent parameters y, z for position and the Euler anglesquality.
0, ¢, ¥, we only consider the case where movement of the Since the prediction becomes less reliable with longer
user is constrained to translation in ong @dimension. This prediction distances, a larger GOP will result in more freu
assumption reflects the one dimensional physical arrangiemgrediction errors and might cause wrong streams to be fdtche
of cameras for most multi-view sequences. Therefore, tfrem the server. In that case, the larger GOP adverselytaffec
viewpoint prediction is handled by a Kalman filter with thre¢he user experience and deteriorate the system’s perf@enan
states, in the same fashion as [16], reflecting a piecewisaili Therefore, there is a tradeoff between the compression effi-
acceleration model. ciency provided by GOP size and the prediction errors caused



by the increased system latency. The increased efficienmeyuired two views using the predicted head position inform
offered by a longer GOP can be more than offset by th®n, and requests the corresponding high-quality stremmals
errors caused due to a long prediction distance. In the pcesea low bitrate version of\/ adjacent views from the server,
of frequent prediction errors, redundant neighboringastre whereM is determined using the metric defined in Section II-
greatly improve the system performance, by providing a viel. The only difference between this system and our proposed
to fall back on, when the prediction fails. However, this @sm system is that here all views are coded independently using
at the expense of increased bitrate which offsets the codiAdC/H.264 at two quality levels (two QP values), and the
gain provided by a larger GOP size. We present a detailszhjuested high and low quality views are simulcast streamed
investigation of these trade-offs in Section IlI. Hierarchical B-pictures were used during encoding to best
utilize temporal correlations. The motion search windovwswa
fixed at 96 pixels and three different GOP sizes were used: 4, 8
and 16. An IDR-picture was inserted at the beginning of each

Additional views in the base layer MVC improve theGOP, such that it becomes a stream switching point. In the
performance of a selective view delivery system. Of coursesference system 2, the MVC implementation from HHI was
the additional low-quality views come at a bandwidth costised to encode the sequence as reported in MPEG Bangkok
but provide insurance against head prediction errors.dadlyi meeting configurations [17], and all views are streamed re-
the optimal number of low quality viewsy/, depends on the gardless of head tracking/prediction results.
prediction distance, which in turn depends on the delay én th
system, and the abruptness of head movements. A. Rate-Distortion Performance

We propose to use a running average of the square of thé&he rate-distortion performance of the proposed system has
prediction error as a metric to help determine the number béen studied using three 10sec long head motion trajesforie
views in the low bit-rate base layer. The metric for thén which were recorded using a camera based tracking system.
frame can be computed d8, = 52;‘:%(1(% —p;)?, where These three trajectories can be classified as slow, moderate
r; and p; are the real and predicted positions, respectiveind fast head movements. The head position prediction was
for frames: andd is the prediction distance. This abruptnesgerformed on the recorded trajectories at various prexficti
metric corresponds to an estimate of the error variance fdistances. The three trajectories and prediction perfocma
the lastd samples, assuming the prediction error has a zem-three different prediction distances can be seen in K&). 5
mean distribution. This assumption is valid due to the fhet t through 5(c). It is clear that the prediction performance de
prediction follows the real values and does not introduce anreases as the prediction distance increases and thig isffec
drift in either direction. The rationale behind usidgas the more pronounced when the head motion is faster.
window size over which the variance estimate is computed, isWe compare the performance of the proposed system with
the fact that it corresponds to the unresponsiveness, girce the reference systems 1 and 2 using the predicted head
a function of two delay components in the system: netwotkajectories. For the proposed system, the base layer MVC
delay (RTT) and decoding delay (GOP size). Therefore, owmas encoded using modified MPEG Bangkok configurations
proposed metric intuitively combines two most important a§17]. Modifications reflect the downsampled resolution and
pects which affect the prediction performance: head mowemdigher QP parameters for higher compression. Additionally
abruptness and the delay in fetching streams from the sertleg JSVM SequenceFormatString parameter was modified
and displaying them. By thresholding the computed methie, taccordingly for 4-view and 6-view base layers to preserve
system can estimate the optimum number of views in the lothe correct reference structure. The enhancement layees we
guality base layer. In Section Ill, we present an experimignt encoded as described in Section II-A, at various quality
determined threshold for the proposed metric in order tectel settings for each different base layer configuration. Simil
the optimum number of views in the base layer. to the reference system 1, the enhancement layers used three
different GOP sizes: 4, 8 and 16.

In our simulations, at each time instance the client reguest
the base layer and two enhancement layers for the views
In this section, we first compare the rate-distortion perfocorresponding to thé-frame ahead prediction trajectory. After
mance of the proposed system with two reference systemsonstant RTT has passed, the requested streams arrive in
under different network and viewer conditions. Next, detea decoding buffer. If the viewpoint prediction has failed at
mination of the threshold for the selection of the number gbme point between the current frame and beginning of the
views in the base layer and multi-view bitstream switchingg aGOP, some of the packets needed to decode the current frame
demonstrated. The reported results have been obtained usitight not have been delivered, therefore, when the play-out
the "Racel” multi-view sequence provided by KDDI. time for a frame arrives, the buffer is checked to determine
The two reference systems are: 1) simulcast encoding ahe decodability of the actually required frames in a reigers

streaming of only the needed views to match the predictéakhion. Our proposed client implementation first checltkef
future user viewing angles and a small number of side viewgquired frame at a particular time instant is decodablégh h
2) combined MVC encoding and streaming of all views (najuality, if not it falls back to low quality frames, in the @s
using head tracking/prediction data). In the referenceesys the frame is not decodable in low quality as well, it repelés t
1, similar to our proposed system, the client determines tlesst displayed frame as a simple error concealment method.

D. Determining the Number of Views in the Base Layer

IIl. RESULTS



—— Real Position —— Real Position
100msec Prediction 100msec Prediction 4
6 - - -333msec Prediction 6 o~ - = =333msec Prediction 6 a o AW
600msec Prediction “’ A 600msec Prediction A [ W aL WA . p
~ AN A F RN
T g N :4\: oYUk
% N 3 N | IR H ’ ]
3 « 3 A é f g
c ™ ) \‘ / PI ,‘:’ ,
A\ N (\ LR | gt
0 R el o % - 0 LN K 100msec X
o - = =333msec
v 600msec
720 50 100 150 200 250 300 720 50 100 150 200 250 300 720 50 100 150 200 250 300
Frame Index Frame Index Frame Index
(a) slow head trajectory (b) moderate head trajectory (c) fast head trajectory

Fig. 5. The real head position data, along with predictiosults with two prediction distances.
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Fig. 6. Rate-distortion curves comparing the proposedesydb the reference systems.

The output of reference system 1 is generated under ttenditions get worse, the proposed system performs increas
same conditions except that decodability conditions of thegly better when compared to the reference system 1, but
simulcast streams are simpler due to the lack of spatihle advantage compared to reference system 2 (MVC) starts
references between views. The reference system 2 is tmtdecrease. Reference system 2 outperforms both selective
affected by any missed streams, since all views are avaikithl streaming schemes for fast head movements with high delay.
each time instance in the MVC stream. The PSNR values forCompression efficiency, latency trade-offs mentioned in
all test cases are computed with respect to the "ground’trutBection 1I-C, there is a trade-off between the compression
stereo sequences, which are generated using the corr@ésgonefficiency offered by a longer GOP and introduced latency
head tracking (viewpoint) data, assuming no delays, perfetue to the decoding delay. Our results show that a GOP of
decodability and no encoding distortion, i.e., origina¢ws 16 frames results in a poorer received video rate-distortio
corresponding to perfect head position information isudeld performance. The poor performance of 16 frames GOP is
in the ground truth stereo sequences. Fig. 6(a) through 6¢@used by two factors: the prediction distance can be isetka
demonstrate the Rate-Distortion characteristics of top@sed to compensate for the GOP size, which results in more
system when compared to the reference system 1 and referéneguent prediction errors, or a short prediction distacar
system 2, where H2k denotes the reference system 1 witlhe used but then some of the frames might be missed if the
two high quality andn low quality streams and SMWC beginning of the GOP is missing. Although a 4-frame GOP
denotes the proposed system withviews encoded in the offers better latency performance, it is not enough to offse
MVC base layer. As it can be seen from these figures thtee compression efficiency lost to frequent IDR-framesgpxc
performance of selective streaming systems, both theeeder for very fast head movements where quick stream switching
system 1 and the proposed system, deteriorate with incre@svery important (see. Fig. 6(c)). However it should be dote
ingly faster head movements. Although not shown here duettmat in such situations the proposed selective deliveriesys
space constraints, there is also a trade-off between campi@ffers little, if at all, performance gain over sending thkole
sion efficiency and latency: the longer delay architectsre MVC stream in high quality.
better than the short delay architecture for a slow headanoti
_due to increased compression efficiency and relativelie IittB_ Multi-view Stream Set Switching
importance of latency. However for moderate head movements ] ]
both short delay and long delay options are close to eacH light of the results presented in Section IlI-A, the 3D
other and for the fast head movement simulation, the loideo quality at the client clearly depends on the abrupstioés
delay architecture significantly outperforms the longelagle the héad motion and the delay in the system. Hence, in order
architecture. Additionally, the proposed system outpento to achieve best results, the client should request the 1serve

the reference system 1 at lower bit-rates. As the operati switch between sets of available multi-view streams,, e.g
SMVC4, SMVC6 and MVC, according to current user head



where the encoded video is composed of an MVC encoded
multi-view base layer and simulcast coded individual view e
hancement layers. The proposed system also includes nsethod
to predict the user’s future head positions and to adaptivel

| control the number of low quality views in the base layer
according to the prediction error variance. We have shown
1 that the proposed system outperforms MVC in the sense of
transmitted bits for most operating conditions and is updB 3
more efficient in some cases. It has been observed that the low
quality neighboring streams are well worth their bandwidth
cost, since they allow continuous play-out of the 3D video
in cases where the predicted viewing angle differs from the
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a base layer with fewer views is not worse for that particpl@diction error
metric value at the same quality and GOP settings. The higlezssion line
is selected for a given prediction error metric.

(1]

motion and total delay, which is supported by the following[2]
results. To this effect, we have computed the predictioarerr
variance metric as proposed in Section II-D for the predicte
head trajectories. Fig. 7 is a scatter plot of all availabidtim [3]
view video streaming experiments. It shows three sets & dat
points for four, six and eight views in the base layer, Wher%
we have removed samples which contain more views than
necessary, i.e., a data point has been removed if and onlei
if it provides exactly the same average quality with a basé
layer with fewer views at the same encoding settings. This
ensures that the base layer with fewer views, and thus lowél
bit-rate, is favored at a given quality level. The removethda 7
points correspond to experiments where additional views in
the base layer lead to no average PSNR improvement at all,
when all other conditions are the same. The decision Iine[§]
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