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Client-Driven Selective Streaming of Multi-View
Video for Interactive 3DTV
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Abstract— We present a novel client-driven multi-view video
streaming system that allows a user watch 3-D video interactively
with significantly reduced bandwidth requirements by transmit-
ting a small number of views selected according to his/her head
position. The user’s head position is tracked and predictedinto
the future to select the views that best match the user’s current
viewing angle dynamically. Prediction of future head positions is
needed so that views matching the predicted head positions can
be prefetched in order to account for delays due to network
transport and stream switching. The system allocates more
bandwidth to the selected views in order to render the current
viewing angle. Highly compressed, lower quality versions of some
other views are also prefetched for concealment if the current
user viewpoint differs from the predicted viewpoint. An objective
measure based on the abruptness of the head movements and
delays in the system is introduced to determine the number of
additional lower quality views to be prefetched. The proposed
system makes use of multi-view coding (MVC) and scalable video
coding (SVC) concepts together to obtain improved compression
efficiency while providing flexibility in bandwidth allocat ion to
the selected views. Rate-distortion performance of the proposed
system is demonstrated under different experimental conditions.

Index Terms— 3D-TV, Multi-view Coding, Scalable Coding

I. I NTRODUCTION

A LTHOUGH dynamic holography is the ultimate goal in
3-D video and TV, early systems create 3-D viewing

experience via stereoscopy by showing a scene from slightly
different angles to the left and right eyes of a viewer. Various
methods can be employed in order to generate these views.

A popular approach is 3-D warping of an image using the
associated depth map. This approach has been recently studied
in the European ATTEST project, and it has been reported
that the depth map can be compressed to about 10-20% of the
video stream [1]. There is an MPEG standardization effort for
the transport of video-plus-depth representation [2]. However,
the rendering quality may deteriorate due to disocclusionsand
discontinuities in depth, as the viewer moves away from the
original camera angle [3]. The N-view-plus-M-depth represen-
tation has been proposed as a promising extension to address
the limitations of the video-plus-depth representation [4].
When rendering from this representation, holes due to depth
discontinuities can be filled using pixels from neighboring
views. However, imperfections in the depth maps may result
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in ghost-like shadows near the object boundaries, which can
be removed by more sophisticated rendering algorithms [5].

Another alternative is using a denser set of views without
depth maps, which is called the light field representation [6].
Elimination of the need for depth determination (in scene
capture) and view generation (in the client) are significant
advantages of this approach. Such a system is demonsrated
in [7], where views from 16 cameras are projected onto
an autostereoscopic screen. As the user moves through the
viewing space, views from appropriate cameras are directed
to the eyes with the help of a lenticular lens array on the
screen.

Multi-view representations require large amounts of data.
State of the art in multi-view coding (MVC) is described
in [8], where significant compression gains are reported over
simulcast coding which compresses each view independently.
However, even with the MVC, bit-rates for multi-view video
are high: 38dB PSNR at about 5 Mbps is a common operating
point for a 704× 480, 30fps, 8 camera sequence with MVC
encoding. Moreover, previous research on single-view-plus-
depth sequences [1] suggests that with the addition of depth
maps and other auxiliary information such as boundary mask,
the bandwidth requirements could increase as much as 20%,
which renders 3-D TV service over the current high-speed
Internet connections practically impossible.

Our goal in this paper is to significantly reduce the bit-
rate for transmission of multi-view sequences in order to
enable interactive 3-D TV services over the current Internet
using a head-tracking stereoscopic display. To this effect, we
observe that for a single-user with a stereoscopic display,
only two views are sufficient at any given time to create 3-
D perception. Therefore, tracking users’ head and selectively
transmitting only two required views to render the current
viewing angle of the user can save significant bandwidth1 An
example of a autostereoscopic head-tracking display system
with an integrated camera has been presented in [11], although
it is also possible to employ a separate head tracking device.
Since the views to be transmitted will vary in time according
to user head position, we need random access to all views
in the bitstream. This requirement cannot be met by MVC
unless all views are transmitted, because of its complex view-
dependency structure. When the views are simulcast coded,
random access into each stream can be achieved at the
cost of reduced compression efficiency. Hence, we propose
a new scalable MVC structure in Section II-A to strike a
balance between compression efficiency and random access

1Preliminary works based on this idea have been reported in [9] and [10].
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requirements. Furthermore, the proposed system is sensitive
to delay between the request for the stream and its display.
Therefore, in addition to tracking of user’s head position,the
future positions shall be predicted to prefetch the required
views. In order to conceal the effect of prediction errors,
we propose transmitting low quality versions of all views, in
the form of a base layer encoded using the MVC. Higher
quality views are selectively provided only for those views
which match the predicted viewing direction by transmitting
specially encoded enhancement layers. The number of the
views contained in the base layer MVC and the bit-rate
allocation between the base and the enhancement layers shall
be determined for optimal system performance under specific
viewer and network conditions. In Section II, we describe the
proposed system in detail. The results are presented in III and
our conclusions are presented in IV.

II. SYSTEM DESCRIPTION

Suppose that we have a multi-view video withN views
on a server. The client-side first determines the user’s current
head position and a Kalman-filter based predictor predicts the
user’s head positiond frames into the future. Then, an error
measure is computed at the client to determine the number
of views, M ≤ N , to be requested from the server. The
server selectively streams the multi-view video sequence at
two quality levels: As a base layer, allM views are encoded
using the MVC codec at a lower bit-rate. On top of this
base layer, an enhancement layer is encoded for each view
independently of other enhancement layers to allow random
access in order to improve the quality of the selected views.
Since the total bandwidth available to the user is assumed
fixed, an intelligent rate allocation scheme between the base
layer MVC and enhancement layer streams is necessary.

If there are no prediction errors, the received high-quality
(base + two enhancement) streams are passed on to the display,
which shows a high quality view to each eye. The low bit
rate base layer MVC enables the user to keep watching 3D
video, albeit possibly at a lower quality, when the current
user head position differs from the predicted position until
correct high quality streams arrive from the server. If there
is a prediction error and wrong set of high quality streams
arrive, the system displays low quality version of the desired
views which may be available in the base layer MVC only.
According to subjective quality tests reported in [12] and [13],
humans perceive high quality 3D video as long as one of the
eyes sees a high quality view. Therefore, in the presence of
prediction errors, as long as at least one of the required views
is delivered in high quality, the viewer might not even notice
any loss of quality. If the prediction error is so severe thata
required view is not delivered at all (is not among theM views
in the base layer), an error concealment method is employed
(e.g., nearest available views are displayed). In the following,
details of the server side issues are described in Sections II-A
and II-B. Details of the client-side are described in Sections II-
C and II-D.
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Fig. 2. The coding structure with MVC base layer and simulcast enhancement
layers.

A. MVC Base Layer and Simulcast Enhancement Layers

The structure of our coder is depicted in Fig. 1, where small
and large squares denote spatially down sampled base-layer
frames and high resolution enhancement layer frames, respec-
tively. The arrows indicate prediction reference relationships
between the frames. The base layer involves encoding spatially
downsampled versions of all views together using the MVC at
a lower bit-rate. In addition to this base layer, an enhancement
stream is generated for each view as follows: first, the decoded
video for each view in the MVC stream is upsampled to
the full spatial resolution of the original video and then,
the difference between the original and decoded/upsampled
MVC videos are encoded using the AVC/H.264. Alternatively,
the spatial scalability features of the emerging SVC standard
(extended to multiview video coding as in [14] and [15]) might
be used for this purpose. The enhancement layers are indepen-
dently coded to provide greater flexibility in switching from
one view to the next. This proposed structure benefits from
the coding gain offered by MVC, while providing significantly
greater flexibility in view selection, such that a user receiving
the base layer and the enhancement layer for viewn, is able
to see it at a high quality, while all other views would be
available at a lower quality.

We assume that the multi-view video server has several
previously encoded sets of base layer MVC and enhancement
layers. Each of these sets is a complete representation of
the original multi-view sequence, but the base layer MVC
stream(s) in each set contains a different number of views;
hence, different bit allocations between base and enhancment
layers. The proposed system allows switching base layer
and/or enhancement layer streams at the start of each GOP.
Selection of the views to follow the user’s head position may
be achieved by switching only enhancement streams at the
beginning of each GOP. However, if network conditions and/or
error statistics of the head position prediction varies, then the
number of viewsM in the base layer may be adapted as well.
Adaptation of the number of viewsM in the base layer, and
bit-rate allocation between base layer and enhancement layers
is handled by switching from one multi-view video set to a
different set at the start of a GOP. Therefore, it is best to use
a shorter GOP size for the enhancement layers because they
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Fig. 1. Overview of the delivery system with two low bit-rateside-streams.

need to be able to follow the user’s head position more closely,
whereas a longer GOP may be utilized for the base layer MVC
for more efficient compression.

B. Bit-rate Allocation

Determination of the target bitrates for the base layer MVC
and enhancement layers can be formulated as an optimization
problem, where the expected value of video quality experi-
enced by the user should be maximized. One of the parameters
in this bit-rate allocation problem is the number of views
contained in the base layer MVC. In Section II-D, we discuss
how the receiver selects the number of viewsM in the base
layer MVC; hence, it is assumed given here. The desired
quality difference between the base layer and enhancement
layers is another parameter which determines the bit-rate
allocation between the base and enhancement layers. Hence,
the ratio of bitrates of the base and enhancement layers is
a parameter which should be used to maximize the quality
of the 3D video delivered. The Lagrangian rate-distortion
optimization can be formulated as

max{J}, whereJ = Q+ λR, (1)

whereQ is the average quality and the bit-rateR is given by

R = RMV C + 2 ·Rench. (2)

Here,RMV C andRench are the bit-rates for the base layer
and an enhancement layer respectively. The factor 2 that
multipliesRench accounts for the fact that we only send two
enhancements views at a time. The quality of the 3D video is
defined as the average of the quality of the right and left pair
of views. Hence, the expected quality of the 3D video in the
presence of head prediction errors can be formulated as

Qave = p[x = 0]Qhi + p[x = 1]Qhi+Qlo

2
+

p[M/2 − 1 > x > 1]Qlo+

p[x = M/2]Qlo+Qerr

2
+ p[x > M/2]Qerr,

(3)

wherep[x = a] denotes the probability of a head prediction
error that results in transmission of±a views to the right or left
of the desired pair of views,Qhi andQlo denote the average
PSNR for both (the base and enhancement) layers and base
layer MVC, respectively, andQerr is the quality achieved by
error concealment, i.e., showing the previous viewpoint. In (3),

the first term denotes the quality achieved when there are no
prediction errors and both eyes see the desired high quality
views, the second term corresponds to a prediction error by
one view when one of the eyes sees a high quality view and the
other eye sees a low quality (base layer) view. The third term
is the quality expression when both eyes see low quality views,
which is the case when the prediction error is greater than one
but still inside theM views contained in the base layer MVC.
The reason for theM/2−1 limit is due to the symmetric nature
of the base layer. The fourth term denotes the case when the
prediction error is exactlyM/2, which corresponds to one eye
seeing the low quality view and the view for the other eye is
displayed using frame repetition from the last available frame.
Finally, the fifth term is the case when the prediction error is
so large that both eyes see continue to see the old viewpoint.
This last case corresponds to error concealment. SinceM is
adjusted dynamically according to a measure which will be
introduced in Section II-D, there is a small chance that the
prediction errors will result in a complete miss. Additionally,
the PSNR for error concealment is much lower than a high
quality or a low quality view. Therefore, the contribution from
the last two terms is negligible and they can be dropped to
simplify the closed-form average quality expression, which
results in

Qave = p[x = 0] ·Qhi + p[x = 1] · Qhi+Qlo

2
+

p[x > 1] ·Qlo
(4)

that can be further simplified as

Qave = (p[x = 0] + 0.5p[x = 1]) ·Qhi+
(0.5p[x = 1] + p[x > 1]) ·Qlo

= phi ·Qhi + plo ·Qlo

(5)

wherephi andplo denote probability of perceiving high quality
3D video and probability of perceiving low quality 3D video,
respectively. The probability distribution of head prediction
errors,p, is assumed to be a zero-mean normal distribution.
Therefore, variance of the head prediction error can be used
to determine the probabilitiesphi andplo.

Although there is no closed-form relationship between the
bit-rate and average quality of a video stream, logarithmic
models of the form

Qhi = ahi + bhi · ln(Rench)
Qlo = alo + blo · ln(RMV C)

(6)
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can be employed, wherea and b parameters can be found
by least squares fitting to experimental results. Thus, by
substituting the approximations for the quality of high quality
and low quality views into 5, we obtain an approximation
which relates bitrates for the base and enhancement layers to
the received multi-view video quality.

The fixed available bit-rate constraintRMV C +2 ·Renhc =
Rtot corresponds to a plane in the (RMV C , Rench, Q) co-
ordinate system. The projection of the rate-distortion surface
on this constraint plane is shown in Fig. 3. It can be seen
from the figure that there is an optimal operating point for
bits allocated to the base layer MVC for each value ofRtot,
after which the average 3D video quality starts to deteriorate
as more bits are spent on the base layer, because more bits
in the base layer means less bits in the enhancement layers.
The loci of optimalRMV C values, corresponding to maximum
average PSNR value for eachRtot, nearly follows a line
as Rtot increases which is depicted in Fig 3. The other
important parameter in bit-rate allocation is the probability
plo of perceiving low quality 3D video. Fig. 4 shows how the
average PSNR value changes asplo varies. Not surprisingly,
the average PSNR decreases with increasingplo. The loci of
maximum PSNR values for eachplo (i.e., optimalRMV C

values) follows a polynomial curve depicted in Fig. 4. Clearly,
this curve indicates more bits should be allocated for the base
layer in order to optimize the 3D video quality asplo increases.
In summary, the bestRMV C at any Rtot and plo can be
determined form a similar plot for the particular value ofRtot,
which is the approach we employed in our experiments.

C. Viewpoint Prediction for Prefetching

Although a viewpoint in the world is defined by six inde-
pendent parametersx, y, z for position and the Euler angles
θ, φ, ψ, we only consider the case where movement of the
user is constrained to translation in one (x) dimension. This
assumption reflects the one dimensional physical arrangement
of cameras for most multi-view sequences. Therefore, the
viewpoint prediction is handled by a Kalman filter with three
states, in the same fashion as [16], reflecting a piecewise linear
acceleration model.
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Fig. 4. Curves showing the average PSNR vs. bitrate for base layer MVC
at Rtot = 4Mbps for different plo, indicating more bits from the total bit-
budget should be spent for the base layer asplo increases.

At each time instantt, the viewer’s actual viewpoint is
observed and a future viewpoint for the time instancet+ d is
predicted using the Kalman predictor, whered is the prediction
distance. The desired valued of prediction distance is related
to the total delay between the request for a stream and the
arrival of a decodable frame from the requested stream. This
delay until a stream begins playing after the request, is a
sum of two independent delay components: Network delay
and decoding delay. The Round Trip Time (RTT) delay of the
connection between the server and the client corresponds tothe
network delay of the system. The decoding delay is the wait
for an independently decodable frame after the first packet
of a stream arrives. This depends on the distance between
independently decodable frames or the Group of Pictures
(GOP) size. A larger GOP size is better for compression
efficiency, but results in a longer decoding delay. However,if
a frame is received, but not decodable by its play-out time,
it cannot be displayed to the viewer. To accommodate for
the longer decoding delays, the prediction distance must be
increased as well in order to increase the probability that an
independently decodable frame is received on time.

It is clear that a longer prediction distance (largerd) results
in larger amounts of prediction errors because the probability
of an unpredictable head motion increases with the predic-
tion distance. The performance of the prediction depends, in
addition to the prediction distance, on the abruptness of the
user head movements. This means given the same prediction
distance and two viewers watching the same multi-view se-
quence on two different clients with the same RTT, the viewer
who makes more abrupt head movements will experience more
prediction errors and possibly a lower perceived 3D video
quality.

Since the prediction becomes less reliable with longer
prediction distances, a larger GOP will result in more frequent
prediction errors and might cause wrong streams to be fetched
from the server. In that case, the larger GOP adversely affects
the user experience and deteriorate the system’s performance.
Therefore, there is a tradeoff between the compression effi-
ciency provided by GOP size and the prediction errors caused
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by the increased system latency. The increased efficiency
offered by a longer GOP can be more than offset by the
errors caused due to a long prediction distance. In the presence
of frequent prediction errors, redundant neighboring streams
greatly improve the system performance, by providing a view
to fall back on, when the prediction fails. However, this comes
at the expense of increased bitrate which offsets the coding
gain provided by a larger GOP size. We present a detailed
investigation of these trade-offs in Section III.

D. Determining the Number of Views in the Base Layer

Additional views in the base layer MVC improve the
performance of a selective view delivery system. Of course,
the additional low-quality views come at a bandwidth cost,
but provide insurance against head prediction errors. Logically,
the optimal number of low quality views,M , depends on the
prediction distance, which in turn depends on the delay in the
system, and the abruptness of head movements.

We propose to use a running average of the square of the
prediction error as a metric to help determine the number of
views in the low bit-rate base layer. The metric for thenth
frame can be computed asRn = 1

d

∑n

i=n−d(ri − pi)
2, where

ri and pi are the real and predicted positions, respectively
for frame i andd is the prediction distance. This abruptness
metric corresponds to an estimate of the error variance for
the lastd samples, assuming the prediction error has a zero-
mean distribution. This assumption is valid due to the fact the
prediction follows the real values and does not introduce any
drift in either direction. The rationale behind usingd, as the
window size over which the variance estimate is computed, is
the fact that it corresponds to the unresponsiveness, sinceit is
a function of two delay components in the system: network
delay (RTT) and decoding delay (GOP size). Therefore, our
proposed metric intuitively combines two most important as-
pects which affect the prediction performance: head movement
abruptness and the delay in fetching streams from the server
and displaying them. By thresholding the computed metric, the
system can estimate the optimum number of views in the low-
quality base layer. In Section III, we present an experimentally
determined threshold for the proposed metric in order to select
the optimum number of views in the base layer.

III. R ESULTS

In this section, we first compare the rate-distortion perfor-
mance of the proposed system with two reference systems
under different network and viewer conditions. Next, deter-
mination of the threshold for the selection of the number of
views in the base layer and multi-view bitstream switching are
demonstrated. The reported results have been obtained using
the ”Race1” multi-view sequence provided by KDDI.

The two reference systems are: 1) simulcast encoding and
streaming of only the needed views to match the predicted
future user viewing angles and a small number of side views;
2) combined MVC encoding and streaming of all views (not
using head tracking/prediction data). In the reference system
1, similar to our proposed system, the client determines the

required two views using the predicted head position informa-
tion, and requests the corresponding high-quality streamsand
a low bitrate version ofM adjacent views from the server,
whereM is determined using the metric defined in Section II-
D. The only difference between this system and our proposed
system is that here all views are coded independently using
AVC/H.264 at two quality levels (two QP values), and the
requested high and low quality views are simulcast streamed.
Hierarchical B-pictures were used during encoding to best
utilize temporal correlations. The motion search window was
fixed at 96 pixels and three different GOP sizes were used: 4, 8
and 16. An IDR-picture was inserted at the beginning of each
GOP, such that it becomes a stream switching point. In the
reference system 2, the MVC implementation from HHI was
used to encode the sequence as reported in MPEG Bangkok
meeting configurations [17], and all views are streamed re-
gardless of head tracking/prediction results.

A. Rate-Distortion Performance

The rate-distortion performance of the proposed system has
been studied using three 10sec long head motion trajectories,
which were recorded using a camera based tracking system.
These three trajectories can be classified as slow, moderate
and fast head movements. The head position prediction was
performed on the recorded trajectories at various prediction
distances. The three trajectories and prediction performance
at three different prediction distances can be seen in Fig. 5(a)
through 5(c). It is clear that the prediction performance de-
creases as the prediction distance increases and this effect is
more pronounced when the head motion is faster.

We compare the performance of the proposed system with
the reference systems 1 and 2 using the predicted head
trajectories. For the proposed system, the base layer MVC
was encoded using modified MPEG Bangkok configurations
[17]. Modifications reflect the downsampled resolution and
higher QP parameters for higher compression. Additionally,
the JSVM SequenceFormatString parameter was modified
accordingly for 4-view and 6-view base layers to preserve
the correct reference structure. The enhancement layers were
encoded as described in Section II-A, at various quality
settings for each different base layer configuration. Similar
to the reference system 1, the enhancement layers used three
different GOP sizes: 4, 8 and 16.

In our simulations, at each time instance the client requests
the base layer and two enhancement layers for the views
corresponding to thed-frame ahead prediction trajectory. After
a constant RTT has passed, the requested streams arrive in
a decoding buffer. If the viewpoint prediction has failed at
some point between the current frame and beginning of the
GOP, some of the packets needed to decode the current frame
might not have been delivered, therefore, when the play-out
time for a frame arrives, the buffer is checked to determine
the decodability of the actually required frames in a recursive
fashion. Our proposed client implementation first checks ifthe
required frame at a particular time instant is decodable in high
quality, if not it falls back to low quality frames, in the case
the frame is not decodable in low quality as well, it repeats the
last displayed frame as a simple error concealment method.
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Fig. 5. The real head position data, along with prediction results with two prediction distances.
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Fig. 6. Rate-distortion curves comparing the proposed system to the reference systems.

The output of reference system 1 is generated under the
same conditions except that decodability conditions of the
simulcast streams are simpler due to the lack of spatial
references between views. The reference system 2 is not
affected by any missed streams, since all views are available at
each time instance in the MVC stream. The PSNR values for
all test cases are computed with respect to the ”ground truth”
stereo sequences, which are generated using the corresponding
head tracking (viewpoint) data, assuming no delays, perfect
decodability and no encoding distortion, i.e., original views
corresponding to perfect head position information is included
in the ground truth stereo sequences. Fig. 6(a) through 6(c)
demonstrate the Rate-Distortion characteristics of the proposed
system when compared to the reference system 1 and reference
system 2, where H2Ln denotes the reference system 1 with
two high quality andn low quality streams and SMVCn
denotes the proposed system withn views encoded in the
MVC base layer. As it can be seen from these figures the
performance of selective streaming systems, both the reference
system 1 and the proposed system, deteriorate with increas-
ingly faster head movements. Although not shown here due to
space constraints, there is also a trade-off between compres-
sion efficiency and latency: the longer delay architecture is
better than the short delay architecture for a slow head motion
due to increased compression efficiency and relatively little
importance of latency. However for moderate head movements
both short delay and long delay options are close to each
other and for the fast head movement simulation, the low
delay architecture significantly outperforms the longer delay
architecture. Additionally, the proposed system outperforms
the reference system 1 at lower bit-rates. As the operating

conditions get worse, the proposed system performs increas-
ingly better when compared to the reference system 1, but
the advantage compared to reference system 2 (MVC) starts
to decrease. Reference system 2 outperforms both selective
streaming schemes for fast head movements with high delay.

Compression efficiency, latency trade-off:As mentioned in
Section II-C, there is a trade-off between the compression
efficiency offered by a longer GOP and introduced latency
due to the decoding delay. Our results show that a GOP of
16 frames results in a poorer received video rate-distortion
performance. The poor performance of 16 frames GOP is
caused by two factors: the prediction distance can be increased
to compensate for the GOP size, which results in more
frequent prediction errors, or a short prediction distancecan
be used but then some of the frames might be missed if the
beginning of the GOP is missing. Although a 4-frame GOP
offers better latency performance, it is not enough to offset
the compression efficiency lost to frequent IDR-frames, except
for very fast head movements where quick stream switching
is very important (see. Fig. 6(c)). However it should be noted
that in such situations the proposed selective delivery system
offers little, if at all, performance gain over sending the whole
MVC stream in high quality.

B. Multi-view Stream Set Switching

In light of the results presented in Section III-A, the 3D
video quality at the client clearly depends on the abruptness of
the head motion and the delay in the system. Hence, in order
to achieve best results, the client should request the server
to switch between sets of available multi-view streams, e.g.,
SMVC4, SMVC6 and MVC, according to current user head
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a base layer with fewer views is not worse for that particularprediction error
metric value at the same quality and GOP settings. The highest decision line
is selected for a given prediction error metric.

motion and total delay, which is supported by the following
results. To this effect, we have computed the prediction error
variance metric as proposed in Section II-D for the predicted
head trajectories. Fig. 7 is a scatter plot of all available multi-
view video streaming experiments. It shows three sets of data
points for four, six and eight views in the base layer, where
we have removed samples which contain more views than
necessary, i.e., a data point has been removed if and only
if it provides exactly the same average quality with a base
layer with fewer views at the same encoding settings. This
ensures that the base layer with fewer views, and thus lower
bit-rate, is favored at a given quality level. The removed data
points correspond to experiments where additional views in
the base layer lead to no average PSNR improvement at all,
when all other conditions are the same. The decision lines
have been fitted to the data points in the least squares sense,
which denote the average expected quality for a prediction
error measure value. Therefore, for a prediction error measure
value, the highest line is the optimum line. As it can be seen
from the figure, 0.15 is found to be the decision boundary
for switching between SMVC4 and SMVC6. Four views in
the base layer are enough, if the prediction error metric is
lower than 0.15. Six views are needed otherwise. There is no
intersection between the decision line of SMVC6 and SMVC8,
which suggests that the bitrate cost of two additional viewsis
not justifiable, since the prediction rarely fails badly enough
that the required views are not contained in a base layer with
six views.

IV. CONCLUSIONS

We introduce a novel view-selective streaming strategy for
streaming multi-view video for single-user interactive 3DTV
applications. The proposed system features selective streaming
of views, such that only the views which are required to
display the user’s current view are delivered. An integral part
of the proposed system is a new multi-view video encoding
scheme, which makes use of both MVC and SVC concepts,

where the encoded video is composed of an MVC encoded
multi-view base layer and simulcast coded individual view en-
hancement layers. The proposed system also includes methods
to predict the user’s future head positions and to adaptively
control the number of low quality views in the base layer
according to the prediction error variance. We have shown
that the proposed system outperforms MVC in the sense of
transmitted bits for most operating conditions and is up to 3dB
more efficient in some cases. It has been observed that the low
quality neighboring streams are well worth their bandwidth
cost, since they allow continuous play-out of the 3D video
in cases where the predicted viewing angle differs from the
actual current viewing angle.
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