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Abstract

Lagrangian theory provides a diverse set of tools for continuous
motion analysis. Existing work shows the applicability of La-
grangian method for video analysis in several aspects. In this
paper we want to utilize the concept of Lagrangian measures
to detect violent scenes. Therefore we propose a local feature
based on the SIFT algorithm that incooperates appearance and
Lagrangian based motion models. We will show that the tem-
poral interval of the used motion information is a crucial aspect
and study its influence on the classification performance. The
proposed LaSIFT feature outperforms other state-of-the-art lo-
cal features, in particular in uncontrolled realistic video data.
We evaluate our algorithm with a bag-of-word approach. The
experimental results show a significant improvement over the
state-of-the-art on current violent detection datasets, i.e. Crowd
Violence, Hockey Fight.

1 Introduction

The detection of violence in videos has been insufficiently
studied for video surveillance. Violent detection on movie
databases [19] could benefit from the fusion of multi modal
data sources [1] e.g. video, audio and context data. The task
becomes more challenging for surveillance videos which typi-
cally do not have audio tracks or other contextual sources such
as subtitles. In addition, surveillance video data is often far be-
low motion picture quality. The need to work in continuous
operation usually makes it hard to guarantee good and con-
stant image quality. The color cues are not reliable and nei-
ther are the details required for fine scale action recognition.
Although high definition cameras are becoming cheaper and
cheaper, most existing CCTV cameras still capture in low reso-
Iution e.g. VGA or CIF. Many sophisticated action recognition
algorithms are specialized on a microscopic level [17]. That
means they threat each individual in the scene separately and
thus need an efficient person or face detection [4]. Robustly de-
tecting peoples in surveillance video is still an open challenge
as the algorithm has to deal with many difficulties, especially
when groups or crowds of persons are involved.

Motion information has become a key aspect in violence
and action recognition applications, not least thanks to the per-
formance gain of recent optical flow-based motion estimation

methods. Hassner et al. [8] introduced a global Violent Flows
(ViF) descriptor, that considers statistics of flow vector magni-
tude dynamics over time. Thex showed that ViF video features
classified with a linear support vector machine can achieve
real time performance. Low run time is also the motivation
of the Déniz et al.. In [7] they presented a method that im-
plicit measures the acceleration of global motion by comparing
the power spectrum of consecutive frames. In action recogni-
tion local features have become the most prominent technique
to represent video data. Using a codebook based on bag-of-
words or Fisher vectors the features are quantized by their dy-
namic components and accumulated into fixed dimension his-
tograms over the duration of the video. Classification is done
by support vector machines. As violent scene detection can be
seen as a subdomain of action recognition it is obvious to con-
sider local features for violent scene detection too. Hassner et
al. [8] show that local feature such as the histogram of gradients
(HoG) and histogram of flow (HoF) [6] which perform well on
recent action recognition benchmarks fail on the Crowd Vio-
lence dataset. Nievas et al. [15] found the same conclusion by
comparing the STIP feature [10] with the MoSIFT [5] feature
showing that the MoSIFT outperforms the STIP for the Hockey
Fight dataset. Xu ef al. [22] further improved the performance
of the MoSIFT by substituting the bag-of-words with a sparse
coding scheme.

Although motion information is a key property in violence
detection, the current methods [6, 7, 8, 15, 22] only consider
two frame motion information of pixel correspondences esti-
mated by optical flow. However, the most motion signatures of
the subjects in a scene are not static and homogeneous in time,
e.g. running and punching persons have a very dynamic motion
signature that changes over time. To discover more complex
temporal characteristic and correlations larger temporal peri-
ods need to be taken into account. On a microscopic level,
there exist several approaches that use space time volumes of
stacked silhouettes, Hidden Markov models or other temporal
state space models. A detailed overview has been given by
Poppe [17]. However, the requirement of a precise segmen-
tation of the subject body parts or its silhouette which makes
these approaches unapplicable for most of surveillance data.
Wang et al. [20] proposed to use long term trajectories for ac-
tion recognition. These trajectories are created by tracking ei-
ther feature points or densely sampled points with the optical
flow field. Trajectories are usually discontinuous in space and
asynchronous, i.e. they start and end in different frames so that



a complete description of a video can only be guaranteed if the
distribution of the tracked points reflect the underlying moving
objects. Wang et al.implemented densely sampled trajectories
to construct video features shown to perform best on a variety
of datasets. Dense trajectories are characterized by their good
performance but also by a high complexity as they are struc-
tures in a 3D space.

The Lagrangian theory for time dependent vector field anal-
ysis provides rich set of tools for continuous motion analysis.
The analysis of a dynamic flow field is based on integral field
lines that are similar to trajectories. In the video analysis con-
text the integral field lines are constructed by particle advection
based on the optical flow field. Methods based on Lagrangian
theory have gained significant attention in the video analysis
context as they transform motion information about a given
time interval into a 2D space. The existing work shows the
applicability of Lagrangian methods for video applications in
several aspects e.g. on a macroscopic level for crowd analy-
sis [9, 14]. The macroscopic perspective focuses on a crowd
as one entity [11]. In our previous work we have extended
this field of applications and shown that Lagrangian methods
are also an valuable tool on a microscopic level e.g for human
action recognition [2] and people carrying baggage recogni-
tion [18].

In this paper we want to utilize the concept of Lagrangian
measures for the violent video detection task. Following the
Lagrangian framework proposed in [9] we make use of the path
line concept as the integral field lines in the unsteady flow field.
From the path lines we derive a Lagrangian measure, the direc-
tional Lagrangian fields. These fields are similar to the optical
flow field as they contain also two directional motion like com-
ponents that are integrated over its path lines. These fields are
meant to represent the dynamic patterns in the scene related to a
given time scale. To encode spatio temporal patterns, inspired
by the MoSIFT [5] algorithm, we will extend the SIFT [12]
method. Therefore we have to integrate the Lagrangian motion
information in addition to the SIFT appearance model. The
feature encoding will be based on a bag-of-words approach.
The bag-of-words provides a finite set of descriptors by which
the quantized dynamic components will be accumulated into a
fixed size histogram for each video. Each video can then be
classified by a support vector machine. In our experiments we
will study the impact of the integration interval as it is a crucial
aspect for the Lagrangian measure. The experiments will be
performed on the Crowd Violence [8] and Hockey Fight [15]
violence detection datasets.

2 Lagrangian Measures for Violent Video
Detection

In this section we briefly review Lagrangian theory and deduce
the direction Lagrangian measure. The origins of Lagrangian
methods are in analysis of general dynamical systems. These
methods are one aspect of computational fluid dynamics sys-
tems. Thereby the Lagrangian methods are able to capture the
intrinsic characteristics of dynamic systems on variable tempo-
ral scales and are suitable to capture complex patterns that are

hidden within the motion of such systems. Within the video
analysis the Lagrangian methods are applied to characterize the
motion dynamics in video data based on a sequence of optical
flow fields to assemble a time dependent vector field. We ex-
plicitly do not average consecutive frames as proposed in [3] to
retain all spatio temporal information. The integral field lines
are the bases of the dynamic flow field analysis. In the context
of optical flow they can be re-interpreted as the trace of motion
of a specific piece of information within the spatio temporal
domain. There can be found different types of integral field
lines in unsteady flow fields.

Streak lines and path lines are the most prominent field
lines in video surveillance. Streak lines are integral curves
traced from a point source that does not move with the flow
field and path lines trajectories traced from a specific starting
point in space and time. Streak lines have gained significant
attention for crowd analysis [13]. In this work we follow the
Lagrangian framework proposed in [9] and utilize path lines.
Under optimal boundary conditions path lines behaves like a
trace of the objects of on which they were initialized. In con-
trast, streak lines captures the motion characteristics of a static
position in the video over the time. For a large temporal scale
one stream line contains the motion characteristic of all cross-
ing objects.

Formally the estimation of path lines can be described as
follows: Given the optical flow vector field v = (x,7) we can
start a path line that denotes a particle trajectory. This can be
formulated as an autonomous system:
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for a space time point (Xo,%y). One core aspect of the imple-
mentation is the computation of the flow map ¢ (x,7y, 7). The
flow map defines a mapping of an initial point at time 7y to its
advected positions after an integration time 7. The path line
is a polynomial curve that results from the combination of all
positions in the flow map for a specific point over the interval
[to, 10 + 7]

To analyze unsteady flow properties in a feature-oriented
manner the concept of Lagrangian Coherent Structures has
been proposed. These structures directly describes proper-
ties of neighboring trajectories in the space time domain [16].
The most prominent techniques to extract Lagrangian Coher-
ent Structures is the Finite Time Lyapunov Exponent (FTLE).
The FTLE scalar field has been successfully used in video ana-
lytics [13, 18] before. Beside FTLE, Lagrangian measures, i.e.
path line attributes, can be used to describe aspects of motion
by LCS. These measures present several advantages. The most
notable one is the ability to transform the motion information
about LCS of a given time scale 7 into a 2D space. The re-
sulting Lagrangian scalar field implicit describes properties of
the flow map and characterizes the motion information within
the time interval 7. It can be directly processed by common
image processing techniques. In general a large number of La-
grangian measures can be defined. Kuhn et al. [9] provides an
outlook of Lagrangian measures for crowd analysis.
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Figure 1: Optical flow and direction Lagrangian measures for different temporal scales applied to a fighting (top) and dancing
crowd (bottom) sequence. Increasing 7 allows to describe motion features on different temporal scales. While short term event
such as boxing are present in short term integrated fields (7 = 4), long term events such as the dancing person are present in

integration over larger scales (7 = 8).

In this work we will consider the x and y direction La-
grangian measure. The direction Lagrangian fields Ay /y (x,1)
can be obtained by estimating the average motion vector along
the path line as follows:

1
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where v,/ is a function providing the x or y motion compo-
nents. The choice of the parameter 7 is a crucial aspect, since
it defines the temporal scale of the motion properties and the
complexity of the Lagrangian feature we are interested in. The
parameter defines also how many frames have been considered.

Figure 1 shows an example of the x and y direction La-
grangian measures for four and eight frames. As they are sim-
ilar to the optical flow field they can be visualized in the same
way. The example demonstrated that the motion properties of
the Lagrangian field depend on the integration parameter. The
parameter is a crucial choice and related to the duration of the
expected event, e.g. small for the boxing. The integration over
a larger time span reduces the noise of the optical flow estima-
tion and allows to recognize long term motion structures such
as the dancing person at the bottom sample.

3 Lagrangian Scale Invariant Feature
Transform

Comparative studies done by Xu et al. [22] and Nievas [15]
show that for the task of violence detection the MoSIFT [5] al-
gorithm outperforms common local features e.g. HoG, HOG,
STIP. The MoSIFT algorithm is a derivate of the SIFT algo-
rithm and combines the appearance model of the SIFT descrip-
tor with a motion model obtained by two frame optical flow. As

the direction Lagrangian field has the same structure and a sim-
ilar interpretation as the optical flow field it can be integrated
by substituting the two frame optical flow field. The proposed
Lagrangian Scale Invariant Feature Transform (LaSIFT) will
be related to the MoSIFT but differs in following aspects:

Camera motion has a significant impact to the motion sig-
nature of the directional field. Therefore we apply a motion
compensation with a global motion model. We assume a ho-
mography based background motion model that excludes in-
dependently moving objects. The compensated direction field
can be found by subtracting a background direction field from
the actual field. The direction field of the background motion
depends on the propagation of the motion vectors for all ho-
mographies in that image stack over 7. Due to the linearity of
the path line integration and the homography the background
direction field can be directly estimated in the Lagrangian do-
main. Therefore we regularly subsample the direction La-
grangian field, which provides us a set of motion-like vectors.
With this set we robustly estimate the eight parameter homog-
raphy and rectify the current directional field. Compared to the
current field the rectified directional field suppresses the back-
ground camera motion and enhances the foreground moving
objects.

The SIFT interest point detection is salient at blob like
structures at multiple scales. SIFT interest points are scale in-
variant and all scales of an image must be considered. To esti-
mate the motion for each scale the MoSIFT applies optical flow
computation for each level of the image pyramids. Since opti-
cal flow computation is quite expensive, we propose to build a
flow pyramid of the optical flow estimate from the lowest level
of the pyramid instead. This increases the speed of the scale
space motion estimation significantly. Similar to Chen et al. [5]



Method ACCESD | AUC
SIFT + BoW 89.93£2.47% | 0.9636
LaSIFT(t = 1) + BoW || 91.8242.67% | 0.9678
LaSIFT(t =2) + BoW | 91.72+£1.69% | 0.9684
LaSIFT(t = 3) + BoW | 91.724£2.07% | 0.9691
LaSIFT(T = 4) + BoW || 92.424£2.57% | 0.9682
LaSIFT(T = 5) + BoW || 91.72+2.00% | 0.9703
LaSIFT(T = 6) + BoW || 91.72+3.01% | 0.9693
LaSIFT(z = 8) + BoW | 92.5242.99% | 0.9734
LaSIFT(mix) + Bow 93.32£2.24% | 0.9732
HOG + BoW [8, 15] 91.7 -
HOF + BoW [8, 15] 88.6 -
MOoSIFT + BoW [22] 90.9 -
MOoSIFT + KDE + SC [22] || 94.0£1.97% | 96.66

Table 1: Comparison of violence detection performance on
Hockey Fight dataset between LaSIFT on different temporal
scales (top) and state-of-the-art (bottom). The SIFT denotes
the evaluation of the appearance histogram only but within the
proposed feature encoding.

we want to select distinctive interest points with sufficient mo-
tion. If the direction field vector of a candidate contains a min-
imal length, the algorithm will extract a interest point at this
position and scale.

The feature descriptor consists of two parts: the SIFT grid
based aggregated histogram of gradients and the aggregated
histogram of direction field components from surrounding re-
gions. Each histogram is aggregated from the neighborhood
grouped into 4 x 4 regions. For each region an oriented his-
togram of eight bins is formed. We do not concatenate both de-
scriptors as we want to integrate the dependency of appearance
and motion in a late fusion manner. Experiments have shown
that this late fusion outperforms the early fusion approach.

4 Feature Encoding

To encode the LaSIFT features we use the bag-of-words ap-
proach which have become popular for image and video under-
standing. The approach applies a codebook to create a finite set
of representative descriptors for the overall dataset. Typically
these are the cluster centers obtained from k-means clustering.
These clusters are the vocabulary and known as visual words.
A video sequence can than be represented by a histogram over
a set of these words to generate a fixed dimensional encoding.
In a learning phase, we train the vocabulary for the appearance
and the motion model separately. In this study we use the his-
togram intersection kernel based clustering to create to the two
codebooks [21]. Due to the hard assignment of the visual words
to histogram bins, very frequently appearing individual words
could dominate the classification results. To restrict their influ-
ence and enhance less frequent words we limit the value range
of the histogram by twice the standard deviation added to the
mean of data values. For classification we use a non linear sup-
port vector machine with a multi channel y2 kernel [23] defined

Method ACC = SD AUC
SIFT + BoW 86.43 £7.32% | 0.9390
LaSIFT(7 = 1) + BoW 89.27£8.14% | 0.9605
LaSIFT(t = 2) + BoW 89.99+8.64% | 0.9741
LaSIFT(7 = 3) + BoW 92.01£8.01% | 0.9729
LaSIFT(t = 4) + BoW 90.85+£7.53% | 0.9638
LaSIFT(7 =5) + BoW 90.41£9.01% | 0.9561
LaSIFT(7 = 6) + BoW 90.04+8.24% | 0.9542
LaSIFT(7 = 8) + BoW 87.51£9.06% | 0.9454
LaSIFT(mix) + Bow 92.424+6.73% | 0.9696
HOG + BoW [8, 15] 57.434+0.37% | 0.6182
HOF + BoW [8, 15] 58.53+0.32% | 0.5760
LTP [8] 71.53+0.17% | 0.7986
VIF [8] 81.30£0.21% | 0.8500
MoSIFT + BoW [22] 83.424+8.03% | 0.8751
MOoSIFT + KDE + SC [22] || 89.05+3.26% | 0.9357

Table 2: Comparison of violence detection performance on
Crowd Violence dataset between LaSIFT on different tempo-
ral scales (top) and state-of-the-art (bottom). The SIFT denotes
the evaluation of the appearance histogram only but within the
proposed feature encoding
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Figure 2: Violence classification ROC curves for the Hockey
Fight (left) and Crowd Violence (right) dataset between
LaSIFT short term (T = 1), the best long term and the com-
bined temporal configuration.

by:
K(i.j) = X o DelHf H) @
ceC
where H and H are two histograms of the appearance or mo-
tion channel and D.(...) is the y? distance. The weighting
parameter A¢ is the mean value of the distances between all
training samples of the channel c.

S Experiments

We evaluated our method on two challenging datasets created
for violent video detection:

Hockey Fight The Hockey Fight dataset created by Nievas
et al. [15] contains 1000 short video clips from hockey games
of the National Hockey League. The video sequences show
fights of single persons mostly captured at a close distance.
The dataset contains several difficulties such as camera motion,
different point of views and the unknown number of involved



subjects. Especially, Motion blur caused by the very fast body
limbs is challenging for the motion estimation. Each video se-
quence consists of 50 frames with a resolution of 360 x 288
pixels and is manually labeled as fighting or not fighting.

Violent Crowd While the Hockey Fight dataset is con-
strained to an ice hockey arena, the violent crowd created by
Hassner ef al. [8] has various number of arenas. The dataset
is collected from YouTube and presents a wide range of video
qualities and surveillance scenarios. The dataset consists of
246 short video sequences with a resolution of 320 pixels and
labeled manually as violent or not violent. The dataset con-
tains static and non static video sequences that capture a wide
variety of crowd fights in various contexts such as football sta-
dium, bars or open areas. Compression artifacts, motion blur,
text overlay, flash lights and different temporal resolution make
it very challenging to extract accurate motion estimation.

In the following experiments our main focus will be the
impact of the integration parameter 7. To construct the bag-of-
words vocabulary we use 500 visual words. In contrast to [15],
we found the x? kernel and the late fusion to perform slightly
better that the histogram intersection kernel and the early fu-
sion [5]. To illustrate the impact of the proposed directional
field to the overall descriptor, we evaluated the appearance
component of the LaSIFT in addition. This experiment is la-
beled as (SIFT + BoW). For both datasets the benchmarks are
a five fold cross validation classification test. While the Crowd
Violence dataset still provides a splitting into mutually scene
exclusive sets, the Hockey Fight dataset was divided into five
sets each containing 100 consecutive clips.

The results for the Hockey Fight benchmark are shown in
Table 1. We studied integration intervals from 7 =1upto7=38
where T = 1 considers the two frame optical flow and we stud-
ied the combination the descriptors for each temporal scale la-
beled as mix. In general we can see an improved accuracy for
the LaSIFT compared to the baseline MoSIFT approach. Com-
paring the integration intervals 7 = 1 with the MoSIFT shows
a significant improvement of our method. The improvement
is cause especially by the camera stabilization and the more
robust histogram intersection kernel clustering. We observed
that each temporal scale contains a specific motion compo-
nent, which improves the final results. In the Hockey Fight
dataset the area under the ROC curve (AUC) measure is in-
creasing with larger temporal scales. That is surprising as we
expected the punches of the players, that are short term events,
to be significant in that dataset. It appears that the optical flow
estimation and thereby an accurate path line advection of the
punching is hard to assure. The significant motion character-
istic seams to be the motion of the torso. The LaSIFT outper-
forms current state of the art methods in terms of AUC. How-
ever, the performance in terms of accuracy is less than the im-
proved feature coding scheme proposed by Xu et al..

Table 2 gives the results for the Violent Crowd dataset. In-
terestingly, there is a maximal AUC and accuracy value around
T = 3 i.e. when around three optical flow fields are consider-
ing. Unfortunately, it is very hard to name a specific motion
signature like punches or the wrangling of the crowd as the
important motion feature as the data is very complex and the

false negative

true positive false positive

Figure 3: Examples of classification results that have the same
results for different temporal scales 7.

sequences are too divers. Figure 3 gives some examples of true
and false classified sequences of the performed experiments for
both datasets. These sequences share the same results for the
different temporal scales 7.

But the comparison with the SIFT appearance component
of the LaSIFT descriptor show that the video dataset contains
common significant motion features that have been extracted
by the LaSIFT descriptor. Furthermore, the proposed classi-
fication algorithm based on the LaSIFT feature outperforms
state-of-the-art methods in terms of accuracy and AUC mea-
sures. Finally, the overall results of the evaluation have been
shown that the LaSIFT feature is a valuable feature for violent
video classification.

6 Conclusion

In this work we utilized Lagrangian measures to detect violent
video footage. Lagrangian measures are a part of Lagrangian
theory for time dependent vector fields. To describe the prop-
erties of moving structures we focus on Lagrangian Coherent
Structures where we found the directional Lagrangian field a
promising feature representation. This Lagrangian field char-
acterizes the motion information over a time interval 7. We
proposed a local feature that extends the SIFT algorithm and
implements the Lagrangian field to encode the spatio tempo-
ral characteristic of a position in space time. In our experi-
ments we studied the crucial aspect of the parameter 7. The
parameter is strongly related to the duration of the motion event
that should be encoded by the local features and determines the
overall classification results. We evaluated our algorithm with
a bag-of-words approach and showed significant improvements
over the state-of-the-art on current violent detection datasets,
i.e. Crowd Violence, Hockey Fight.

We have show that the LaSIFT algorithm outperforms cur-
rent local features not only for the crowded scenes as seen in
the Crowd Violence dataset but also for video sequences with
individuals acting e.g. shown by the Hockey Fight dataset. As
violent detection is a subclass of action recognition, in the fu-
ture we want to extend the field of application and apply the
LaSIFT algorithm to the more general field of action recogni-
tion.
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