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Abstract

Today’s multi-object tracking approaches benefit greatly
from nearly perfect object detections when following the
popular tracking-by-detection scheme. This allows for ex-
tremely simple but accurate tracking methods which com-
pletely rely on the input detections as the high-speed IOU
tracker. For real world applications, few missing detections
cause a high number of ID switches and fragmentations
which degrades the quality of the tracks significantly. We
show that this problem can be efficiently overcome if the
tracker falls back to visual single-object tracking in cases
where no object detection is available. In several experi-
ments we show for different visual trackers that the num-
ber of ID switches and fragmentations can be reduced by a
large amount while maintaining high tracking speeds and
outperforming the state-of-the art for the UA-DETRAC and
VisDrone datasets.

1. Introduction
The most successful multi-object tracking (MOT) ap-

proaches follow the tracking-by-detection paradigm. Typ-
ical methods use sophisticated appearance models to re-
identify object instances over a long temporal range [25, 4]
or perfrom complex global optimizations [2, 29, 3] to com-
pute the tracks for each object.

However, in recent years object detectors have been im-
proved significantly. The underlying advancements are not
at least fueled by the current deep-learning era [16, 13]
and large-scale object detection benchmarks [18, 8]. This
results in highly accurate object detection methods like
Fast(er)/Mask R-CNN [11, 24, 12], FCN [20] or SSD [19].

This poses a shift in the requirements for tracking al-
gorithms. Being able to rely on these increasingly accu-
rate object detections allows for much simpler tracking-by-
detection approaches [6, 5, 30]. They all share the core prin-
ciple of associating detections with an high spatio-temporal
overlap to individual tracks. This overlap is measured by
the intersection-over-union of the detection bounding boxes

between consecutive frames.

The Simple Online Realtime Tracker (SORT) [5] em-
ploys a Kalman filter motion model and solves the assign-
ment problem of the detections optimally using the Hun-
garian algorithm. This method was extended in [30] by
integrating appearance information through a deep associ-
ation metric to handle longer periods of occlusion. Similar
to SORT, the intersection-over-union Tracker (IOU) [6] re-
lies only on detections and does not use any image infor-
mation. This simple tracker employs no motion model and
associates the detections to tracks in a greedy manner. As
a result the IOU tracker can operate at thousands of frames
per second (assuming the required detections are available)
while outperforming much more complex state-of-the-art
methods [21]. A major drawback of this simple approach
is its requirement for a high recall of the underlying detec-
tor. Every gap caused by a single or few missing detections
leads not only to false negatives but also to the termination
and restart of the track, causing high rates of fragmentation
and ID switches.

In this work, we approach this problem by incorporating
a visual single-object tracker into the IOU tracking scheme
to increase the robustness against missing detections. Our
idea is to continue each track by a visual tracker if no new
detection can be associated and thus fill the gaps between
tracks. This reduces the fragmentation of the tracks and
number of ID switches. As a side-effect this allows to ap-
ply a higher detection confidence threshold as the method
no longer relies on continuous detections over all frames.
The accuracy and speed of the proposed approach depends
primarily on the object detectors and visual single-object
trackers performances. In our experiments on the UA-
DETRAC [28] and VisDrone [31] datasets, we investigate
the influence of different state-of-the-art multi-object detec-
tors and single-object trackers to the performance of our
framework. We show that this approach leads to an im-
proved overall accuracy and effectively reduces the amount
of ID switches and fragmentations by a great portion while
maintaining a low computational footprint and outperforms
the state-of-the art for both datasets.
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Figure 1. Basic principle of the extension for the IOU Tracker: IOU tracks are usually highly fragmented due to missing detections (left).
Gaps can be filled by employing a visual tracker to compensate for missing object locations (yellow, middle). The resulting tracks are less
fragmented (right).

2. Method
The visual intersection-over-union (V-IOU) tracker is a

conceptually consistent continuation of the IOU tracking
approach presented in [6]. It is designed to reduce the
high amount of ID switches and the high rate of fragmen-
tation of the resulting tracks of the baseline method. This
is achieved by incorporating a visual single-object tracker
into the tracking framework to compensate for missing ob-
ject detections.

IOU Tracker We will first briefly review the concept
and limitations of the baseline IOU Tracker. The main
idea behind this approach is that current object detectors
are reliable enough so that failures induced by false posi-
tive/negative detections can be ignored. Based on this as-
sumption, the task of multi-object tracking following the
tracking-by-detection paradigm becomes trivial.

The IOU tracker associates detections of subsequent
frames solely by their spacial overlap to tracks. In the orig-
inal proposed approach, this is done in a greedy way: A
track gets the detection with the highest intersection-over-
union to its last known object position (i.e. the previous
detection of the track) assigned. Although not optimal, this
heuristic approach can be sufficient. Alternatively, the asso-
ciation can be done by solving a linear assignment problem
as in [5] using the Hungarian algorithm. In real-world ap-
plications, false positive/negative detections occur and will
interfere with the tracking process. Therefore, the resulting
tracks are filtered by requiring each track to contain at least
one detection satisfying a high detection confidence (≥ σh)
and to have a minimum length of at least tmin frames. This
effectively sorts out many failure cases caused by false-
positive detections. False negative detections on the other
hand cause a track immediately to stop. The IOU tracker
will not propagate the last detection, thus a new track will
be created at the next available one. This leads to a high rate
of ID switches and fragmentation of the tracks.

Visual Tracking Extension False negative detections
pose a general problem to tracking-by-detection ap-
proaches, especially for the IOU tracker as missing detec-
tions are not propagated. We therefore propose to extend the
IOU tracker by falling back to visual single-object tracking
in the case where no detection is available for association.
The full visual tracking extension is shown in Fig. 1.

Visual tracking is performed in two directions: First, if
no detection satisfies the σIOU threshold of [6] for a track,
the visual tracker is initialized on the last known object po-
sition (the detection at the previous frame) and used to track
the object for a maximum of ttl frames. If a new detection
satisfies the σIOU threshold within these ttl frames, visual
tracking is stopped and the IOU tracker is continued. Oth-
erwise, the track is terminated. This is usually sufficient to
compensate reliably for few missing detections.

However, with increasing number of visual tracked
frames it becomes more likely that the visual tracker looses
the track or jumps over to another object. To limit the num-
ber of consecutive frames where the object is only tracked
by visual cues, we perform the visual tracking also back-
wards through the last ttl frames for each new track. If
the overlap criteria is met for an existing, finished track we
merge them. In this way it is possible to close gaps of an
length of up to 2 ·ttl frames whereas the single visual object
trackers are employed only for a maximum of ttl frames.

Although the visual forward and backward tracking of
the object helps to merge discontinued tracks it also adds vi-
sually tracked stubs at the beginning and end of each com-
pleted track as seen in Fig. 1(b). As tracks should start
when the object enters the scene and end when the object
left, these stubs can not contribute to merge gaps and are
prone to contain errors as the object of interest may not be
in the scene. For this reason we limit the usage of visual
tracking for gap closure and cut these visually tracked stubs
of bounding boxes off the tracks.



Tracker Detector σh σiou tmin ttl

IOU CompACT 0.2 0.4 2 -
Mask R-CNN 0.95 0.6 7 -

V-IOU CompACT 0.3 0.5 3 12
Mask R-CNN 0.98 0.6 13 6

Table 1. Best parameters for all tracker/detector combinations for
the UA-DETRAC dataset.

3. Experiments
We evaluate the proposed V-IOU tracker on two common

multi-object tracking datasets. First we compare the perfor-
mance of the IOU and V-IOU tracker on the UA-DETRAC
[28] dataset and investigate their abilities to deal with with
false negative detections. Additionally, we study the im-
pact of different visual single-object trackers on the Vis-
Drone [31] dataset. Finally, we provide a comparison of
our method to the state-of-the-art for both datasets. The
best tracker configuration for each experiment has been de-
termined by grid search of the trackers parameters.

3.1. UA-DETRAC

The UA-DETRAC dataset consists of 10 hours of fully
annotated video material for vehicle tracking, split into 60
training and 40 test videos. It was recorded from typical
traffic monitoring views and covers a wide variety of scale,
pose, illumination, occlusion and weather conditions. The
evaluation follows the PR based metrics presented in [28]
which require the tracker to run well at all confidence levels
of the detector.

Detections We perform the experiments using detections
of two different methods: First, we evaluate the detections
of CompACT [7] which are provided along with the dataset.
This detector was trained on the UA-DETRAC train split
where it achieves an AP of 77.37%. For the test set, the AP
is 53.23%.

Secondly, we computed detections of Mask R-CNN [12]
using a model trained on the COCO trainval35k dataset
[18] which achieves a mAP@IoU=0.50:0.95 of 46.5 on the
COCO minival set. We used only detections of the car, bus
and truck classes for our experiments which achieve an AP
of 80.53% on the UA-DETRAC train set and 80.48% on the
test set. The detections are made publicly available1. Be-
side the higher average precision compared to CompACT,
the detectors performance is the same for both the UA-
DETRAC training and testing data which is important since
the trackers parameters can only be tuned on the training
set.

Tracking The baseline IOU and extended V-IOU track-
ers are optimized for the best PR-MOTA value on the UA-

1https://github.com/bochinski/iou-tracker.git
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(a) Mask R-CNN (b) CompACT
Figure 2. Comparison of the of the baseline IOU and our extended
V-IOU trackers in terms of MOTA(↑), #Fragmentations(↓) and
#ID Switches(↓) at different low detector thresholds σl for differ-
ent detection methods. Supplementing the the IOU tracker with vi-
sual information produces much less fragmentations/ID switches
and therefore more useful tracks.
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Figure 3. Distribution of confidence scores for the Mask R-CNN
and CompACT detections on the UA-DETRAC test set.

DETRAC train sequences for both previously described de-
tectors. Only the fast KCF tracker [14] was considered for
the evaluations of V-IOU. The parameters for the best per-
forming configurations are shown in Tab. 1. Note that the
parameter σl is varied from 0 to 1.0 for the PR based evalu-
ation of the benchmark.

Results The evaluation results for both the baseline IOU
tracker and our extended V-IOU tracker using the KCF are
compared to the state-of-the-art in Tab. 2. When using
CompACT detections, the PR-MOTA is improved by an ad-
ditional 1.6% (10% relative), PR-FM is reduced by a factor
of 3 and PR-IDs by a factor of 6. For Mask R-CNN de-
tections, the PR-MOTA value does not change from IOU to
V-IOU but the number of PR-ID and PR-FM improves also
by a factor of 4 and 2.5 respectively.



Method Detector PR-MOTA(↑) PR-MOTP(↑) PR-MT(↑) PR-ML(↓) PR-IDs(↓) PR-FM(↓) PR-FP(↓) PR-FN(↓) Speed(↑)
GMPHD-KCF [17] CompACT 14.8% 36.0% 14.0% 18.1% 798.8 1606.8 38596.6 174042.7 24.60 fps

GMPHD [17] CompACT 14.1% 36.3% 13.2% 19.0% 797.2 2143.8 38032.4 177215.1 45.24 fps
CEM# [2] CompACT 5.1% 35.2% 3.0% 35.3% 267.9 352.3 12341.2 260390.4 4.62 fps

CMOT# [4] CompACT 12.6% 36.1% 16.1% 18.6% 285.3 1516.8 57885.9 167110.8 3.79 fps
GOG# [23] CompACT 14.2% 37.0% 13.9% 19.9% 3334.6 3172.4 32092.9 180183.8 390.00 fps
DCT# [3] R-CNN 11.7% 38.0% 10.1% 22.8% 758.7 742.9 336561.2 210855.6 0.71 fps
H2T# [29] CompACT 12.4% 35.7% 14.8% 19.4% 852.2 1117.2 51765.7 173899.8 3.02 fps
IHTLS# [9] CompACT 11.1% 36.8% 13.8% 19.9% 953.6 3556.9 53922.3 180422.3 19.79 fps

IOU [6] R-CNN 16.0% 38.3% 13.8% 20.7% 5029.4 5795.7 22535.1 193041.9 100.84 fps
IOU [6] EB 19.4% 28.9% 17.7% 18.4% 2311.3 2445.9 14796.5 171806.8 6.90 fps
IOU [6] CompACT 16.1% 37.0% 14.8% 19.7% 2308.1 3250.4 24349.4 176752.8 327660 fps
IOU [6] Mask R-CNN 30.7% 37.0% 30.3% 21.5% 668.0 733.6 17370.3 179505.9 14956 fps
V-IOU CompACT 17.7% 36.4% 17.4% 18.8% 363.8 1123.5 26413.3 166571.7 1117.90 fps
V-IOU Mask R-CNN 30.7% 37.0% 32.0% 22.6% 162.6 286.2 18046.2 179191.2 359.18 fps

Table 2. Best results for each Tracker on the overall DETRAC-Test dataset including the easy, medium and hard splits. The results of #

were taken from [28].

The MOTA metric is influenced by the number of false
positive and negative bounding boxes of the tracks and the
number of ID switches. All three components are weighted
equally. This means that the number of ID switches has only
a minor impact on the overall MOTA scores. The better
the input detections for the tracker, the less visually tracked
bounding boxes need to be inserted by the V-IOU approach.
Hence there is only a small improvement in the PR-MOTA
score when using CompACT and Mask R-CNN detections
but still a huge advance in terms of PR-IDs and PR-FM.
This behaviour can be seen in Fig. 2 where the respective
metrics are plotted over all detector thresholds as used for
the PR based evaluation.

Figure 2(a) shows the results for Mask R-CNN with a
good performance for all thresholds σl expect for the lower
and upper bound of 0.0 and 1.0. The number of ID switches
and fragmentations for the baseline IOU tracker increases
considerably for higher detector thresholds as more less-
confident detections are filtered out. Hence, the initial as-
sumption of one detection per object and frame is violated
with an increasing frequency. Our extended V-IOU tracker
on the other hand is able to compensate for these miss-
ing detections reliably. Although this affects the MOTA
value only marginally, the subjective quality of the tracks
improves considerably for most applications.

A similar can be seen in Fig. 2(b) when using the Com-
pACT detections. The position of the peak MOTA and
worst number of ID switches/fragmentations is caused by
different distributions of the confidence scores for each de-
tector as shown in Fig. 3. As the confidence threshold is
increased, more detections are removed earlier compared
to Mask R-CNN which can be compensated by the visual
tracking of V-IOU. This is also noticeable in the MOTA
score for σIOU > 0.2.

In general, the evaluation on the UA-DETRAC dataset
shows that the tracking performance is considerably im-
proved by the visual tracking extension of the IOU tracker.
Since the tracker uses, in contrast to the baseline method,
image information, the runtime is decreased. With over

1,000 and 350 fps using the CompACT and Mask R-CNN
detections on average over all confidence thresholds, the
method can still be considered to be high speed.

3.2. VisDrone

The VisDrone dataset was captured in urban and country
environments using different kinds of video drones. The
evaluation benchmark targets object detection in videos and
images, single-object tracking and multi-object tracking.

The sequences for multi-object tracking are split into
56 training, 7 validation and 16 test videos. Detections
of Faster R-CNN [24] are supplied. In contrast to UA-
DETRAC, the VisDrone MOT dataset contains 4 different
categories of objects to track: car, bus, truck, van and pedes-
trian. The IOU tracking approach is originally not designed
to handle different object classes simultaneously. We there-
fore neglect the classes while tracking and assign the class
with the largest number of detections to the track after it is
finished. Similar, we perform non-maximum suppression
with an overlap threshold nmst ignoring the class labels
and use only the highest confidence scores.

Since the detector was trained on the training split of the
dataset we decided to tune the parameters for the validation
split. Two different visual single-object trackers where eval-
uated: KCF [14] as for UA-DETRAC and Medianflow [15].
The parameter tuning is done for the baseline IOU and the
extended V-IOU tracker with two different objectives: First,
we determine the parameters for the best overall perfor-
mance. Secondly, we optimize the parameters for the best
average MOTA over all sequences to have an equal weight-
ing of the scenes with different lengths and numbers of ob-
jects. Only for the second strategy we exclude sequence
uav0000268 05773 v since it contains a large amount
of false positive detections, probably caused by overexpo-
sure of the recording. The results are presented in Tab. 3.
where the first rows shows the best configuration and perfor-
mance regarding the overall MOTA and the second rows the
best average MOTA for each tracker. Instead of assigning
the detections to tracks in a greedy manner as described in



Configuration Results on Validation Set
Tracker nmst σl σh σiou tmin ttl IDF1(↑) IDP(↑) IDR(↑) MT(↑) ML(↓) IDs(↓) FM(↓) FP(↓) FN(↓) MOTA (AVG)(↑) MOTP(↑)

- 0.6 0.5 0.98 0.05 7 - 40.9 68.5 29.1 102 297 177 435 5736 46979 26.4 78.1
0.6 0.5 0.95 0.05 15 - 41.2 65.0 30.2 102 288 177 488 7329 45768 25.9 (31.3) 77.6

KCF 0.6 0.9 0.98 0.05 23 8 45.3 75.6 32.4 105 304 75 387 5592 46532 27.3 77.8
0.6 0.7 0.95 0.2 19 4 44.2 64.7 33.6 110 279 136 597 9109 43679 26.3 (32.3) 76.8

Medianflow 0.6 0.9 0.98 0.1 23 8 45.7 75.8 32.7 107 304 70 387 5523 46390 27.6 77.8
0.5 0.7 0.98 0.2 19 10 46.5 69.7 34.9 117 291 78 524 8261 44233 26.8 (32.7) 77.1

Table 3. Comparison of the best configurations for the VisDrone validation set for the baseline IOU tracker and the proposed extension
using the KCF and Medianflow visual single object trackers. AVG denotes the average MOTA excluding uav0000268 05773 v.

Tracker IDF1(↑) FAR(↓) MT(↑) ML(↓) FP(↓) FN(↓) IDs(↓) FM(↓) MOTA(↑) MOTP(↑) Hz(↑)
V-IOU 56.1 0.76 297 514 11838 74027 265 1380 40.2 74.9 20

TrackCG [26] 58.0 0.86 323 395 14722 68060 779 3717 42.6 74.1 10
GOG EOC [23] 46.5 0.29 205 589 5445 86399 354 1090 36.9 75.8 1

SCTrack [1] 45.1 0.39 211 550 7298 85623 798 2042 35.8 75.6 2.9
Ctrack [27] 51.9 1.95 369 375 36930 62819 1376 2190 30.8 73.5 15

FRMOT [24] 50.8 1.15 254 463 21736 74953 1043 2534 33.1 73.0 5
GOG [23] 45.1 0.54 244 496 10179 78724 1114 2012 38.4 75.1 564.8
IHTLS [9] 43.0 0.94 245 446 14564 75361 1435 2662 36.5 74.8 16.3
TBD [10] 45.9 1.17 302 419 22086 70083 1834 2307 35.6 74.1 0.7
H2T [29] 44.4 0.95 214 494 17889 79801 1269 2035 32.2 73.3 1.56

CMOT [4] 51.3 1.42 282 435 26851 72382 789 2257 31.5 73.3 1.39
CEM [22] 19.2 1.12 105 752 21180 116363 1002 1858 5.1 72.3 7.74
Table 4. Multi-object tracking results on the VisDrone-VDT2018 testing set compared to state-of-the-art [31].

[6] and done for the experiments on UA-DETRAC, we per-
form an optimal assignment using the Hungarian algorithm
as proposed in [5]. Although the computational complexity
is increased, slightly better overall results are achieved for
the VisDrone dataset.

For the validation set the MOTA improves by about an
additional 1-2% whereas the number of ID switches is re-
duced by up to 60%. Accordingly, the ID based metrics
IDF1, IDP and IDR improve consistently when using visual
tracking. The Medianflow configuration has to be found to
be the best general performing and is chosen for evaluation
on the test set. Table 4 shows the final results in compar-
ison to the state-of-the-art. A more detailed analysis can
be found in [31] which reports V-IOU as the best tracker in
terms of the average rank over all 10 metrics.

4. Conclusions
We presented an intuitive way of incorporating visual

tracking into the intersection-over-union (IOU) tracker. In
several experiments we showed that false negative detec-
tions can be compensated for robustly. As a result, the
number of ID switches and fragmentations is reduced and
thereby the quality of the tracks improves significantly. In
the proposed tracking framework any visual single-object
tracker can be used. When employing the popular KCF
[14], frame-rates of over 200 fps can be achieved for high-
definition video footage while outperforming the state-of-
the-art on the UA-DETRAC and VisDrone datasets. This
high-speed, high accuracy and simplicity of the proposed
tracking approach makes it suitable for many use cases as
well as a powerful baseline for future approaches.
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